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Preface

The sixth edition of this worldwide used textbook was thoroughly re-
vised and extended. Throughout the whole text you will find numerous
improvements, extensions, and updates. Above all, I would like to draw
your attention to two major changes.

Firstly, the whole textbook is now clearly partitioned into basic and
advanced material in order to cope with the ever-increasing field of digi-
tal image processing. The most important equations are put into framed
boxes. The advanced sections are located in the second part of each
chapter and are marked by italic headlines and by a smaller typeface.
In this way, you can first work your way through the basic principles
of digital image processing without getting overwhelmed by the wealth
of the material. You can extend your studies later to selected topics of
interest.

The second most notable extension are exercises that are now in-
cluded at the end of each chapter. These exercise help you to test your
understanding, train your skills, and introduce you to real-world image
processing tasks. The exercises are marked with one to three stars to
indicate their difficulty. An important part of the exercises is a wealth
of interactive computer exercises, which cover all topics of this text-
book. These exercises are performed with the image processing soft-
ware heurisko® (http://www.heurisko.de), which is included on the
accompanying CD-ROM. In this way you can get own practical experi-
ence with almost all topics and algorithms covered by this book. The
CD-ROM also includes a large collection of images, image sequences,
and volumetric images that can be used together with the computer ex-
ercises. Information about the solutions of the exercises and updates of
the computer exercises can be found on the homepage of the author at
http://www.bernd-jaehne.de.

Each chapter closes with a section “Further Reading” that guides the
interested reader to further references. The appendix includes two chap-
ters. Appendix A gives a quick access to a collection of often used refer-
ence material and Appendix B details the notation used throughout the
book. The complete text of the book is now available on the accompany-
ing CD-ROM. It is hyperlinked so that it can be used in a very flexible way.

V

http://www.heurisko.de
http://www.bernd-jaehne.de
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You can jump from the table of contents to the corresponding section,
from citations to the bibliography, from the index to the corresponding
page, and to any other cross-references. It is also possible to execute the
computer exercises directly from the PDF document.

I would like to thank all individuals and organizations who have con-
tributed visual material for this book. The corresponding acknowledge-
ments can be found where the material is used. I would also like to
express my sincere thanks to the staff of Springer-Verlag for their con-
stant interest in this book and their professional advice. Special thanks
are due to my friends at AEON Verlag & Studio, Hanau, Germany. With-
out their dedication and professional knowledge it would not have been
possible to produce this book and, in particular, the accompanying CD-
ROM.

Finally, I welcome any constructive input from you, the reader. I am
grateful for comments on improvements or additions and for hints on
errors, omissions, or typing errors, which — despite all the care taken —
may have slipped attention.

Heidelberg, January 2005 Bernd Jähne

From the preface of the fifth edition

As the fourth edition, the fifth edition is completely revised and extended. The
whole text of the book is now arranged in 20 instead of 16 chapters. About one
third of text is marked as advanced material. In this way, you will find a quick
and systematic way through the basic material and you can extend your studies
later to special topics of interest.

The most notable extensions include a detailed discussion on random variables
and fields (Chapter 3), 3-D imaging techniques (Chapter 8) and an approach to
regularized parameter estimation unifying techniques including inverse prob-
lems, adaptive filter techniques such as anisotropic diffusion, and variational
approaches for optimal solutions in image restoration, tomographic reconstruc-
tion, segmentation, and motion determination (Chapter 17). Each chapter now
closes with a section “Further Reading” that guides the interested reader to
further references.

The complete text of the book is now available on the accompanying CD-ROM.
It is hyperlinked so that it can be used in a very flexible way. You can jump
from the table of contents to the corresponding section, from citations to the
bibliography, from the index to the corresponding page, and to any other cross-
references.

Heidelberg, November 2001 Bernd Jähne

From the preface of the fourth edition

In a fast developing area such as digital image processing a book that appeared
in its first edition in 1991 required a complete revision just six years later. But
what has not changed is the proven concept, offering a systematic approach to
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digital image processing with the aid of concepts and general principles also
used in other areas of natural science. In this way, a reader with a general
background in natural science or an engineering discipline is given fast access
to the complex subject of image processing. The book covers the basics of
image processing. Selected areas are treated in detail in order to introduce the
reader both to the way of thinking in digital image processing and to some
current research topics. Whenever possible, examples and image material are
used to illustrate basic concepts. It is assumed that the reader is familiar with
elementary matrix algebra and the Fourier transform.

The new edition contains four parts. Part 1 summarizes the basics required for
understanding image processing. Thus there is no longer a mathematical appen-
dix as in the previous editions. Part 2 on image acquisition and preprocessing
has been extended by a detailed discussion of image formation. Motion analysis
has been integrated into Part 3 as one component of feature extraction. Object
detection, object form analysis, and object classification are put together in Part
4 on image analysis.

Generally, this book is not restricted to 2-D image processing. Wherever possi-
ble, the subjects are treated in such a manner that they are also valid for higher-
dimensional image data (volumetric images, image sequences). Likewise, color
images are considered as a special case of multichannel images.

Heidelberg, May 1997 Bernd Jähne

From the preface of the first edition

Digital image processing is a fascinating subject in several aspects. Human be-
ings perceive most of the information about their environment through their
visual sense. While for a long time images could only be captured by photo-
graphy, we are now at the edge of another technological revolution which al-
lows image data to be captured, manipulated, and evaluated electronically with
computers. With breathtaking pace, computers are becoming more powerful
and at the same time less expensive, so that widespread applications for digital
image processing emerge. In this way, image processing is becoming a tremen-
dous tool for analyzing image data in all areas of natural science. For more
and more scientists digital image processing will be the key to study complex
scientific problems they could not have dreamed of tackling only a few years
ago. A door is opening for new interdisciplinary cooperation merging computer
science with the corresponding research areas.

Many students, engineers, and researchers in all natural sciences are faced with
the problem of needing to know more about digital image processing. This
book is written to meet this need. The author — himself educated in physics
— describes digital image processing as a new tool for scientific research. The
book starts with the essentials of image processing and leads — in selected
areas — to the state-of-the art. This approach gives an insight as to how image
processing really works. The selection of the material is guided by the needs
of a researcher who wants to apply image-processing techniques in his or her
field. In this sense, this book tries to offer an integral view of image processing
from image acquisition to the extraction of the data of interest. Many concepts
and mathematical tools that find widespread application in natural sciences are
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also applied in digital image processing. Such analogies are pointed out, since
they provide an easy access to many complex problems in digital image process-
ing for readers with a general background in natural sciences. The discussion
of the general concepts is supplemented with examples from applications on
PC-based image processing systems and ready-to-use implementations of im-
portant algorithms.

I am deeply indebted to the many individuals who helped me to write this book.
I do this by tracing its history. In the early 1980s, when I worked on the physics
of small-scale air-sea interaction at the Institute of Environmental Physics at Hei-
delberg University, it became obvious that these complex phenomena could not
be adequately treated with point measuring probes. Consequently, a number of
area extended measuring techniques were developed. Then I searched for tech-
niques to extract the physically relevant data from the images and sought for
colleagues with experience in digital image processing. The first contacts were
established with the Institute for Applied Physics at Heidelberg University and
the German Cancer Research Center in Heidelberg. I would like to thank Prof.
Dr. J. Bille, Dr. J. Dengler and Dr. M. Schmidt cordially for many eye-opening
conversations and their cooperation.

I would also like to thank Prof. Dr. K. O. Münnich, director of the Institute for
Environmental Physics. From the beginning, he was open-minded about new
ideas on the application of digital image processing techniques in environmen-
tal physics. It is due to his farsightedness and substantial support that the
research group “Digital Image Processing in Environmental Physics” could de-
velop so fruitfully at his institute. Many of the examples shown in this book
are taken from my research at Heidelberg University and the Scripps Institution
of Oceanography. I gratefully acknowledge financial support for this research
from the German Science Foundation, the European Community, the US National
Science Foundation, and the US Office of Naval Research.

La Jolla, California, and Heidelberg, spring 1991 Bernd Jähne
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Part I

Foundation





1 Applications and Tools

1.1 A Tool for Science and Technique

From the beginning of science, visual observation has played a major
role. At that time, the only way to document the results of an experi-
ment was by verbal description and manual drawings. The next major
step was the invention of photography which enabled results to be docu-
mented objectively. Three prominent examples of scientific applications
of photography are astronomy , photogrammetry , and particle physics.
Astronomers were able to measure positions and magnitudes of stars
and photogrammeters produced topographic maps from aerial images.
Searching through countless images from hydrogen bubble chambers led
to the discovery of many elementary particles in physics. These manual
evaluation procedures, however, were time consuming. Some semi- or
even fully automated optomechanical devices were designed. However,
they were adapted to a single specific purpose. This is why quantita-
tive evaluation of images did not find widespread application at that
time. Generally, images were only used for documentation, qualitative
description, and illustration of the phenomena observed.

Nowadays, we are in the middle of a second revolution sparked by the
rapid progress in video and computer technology. Personal computers
and workstations have become powerful enough to process image data.
As a result, multimedia software and hardware is becoming standard
for the handling of images, image sequences, and even 3-D visualiza-
tion. The technology is now available to any scientist or engineer. In
consequence, image processing has expanded and is further rapidly ex-
panding from a few specialized applications into a standard scientific
tool. Image processing techniques are now applied to virtually all the
natural sciences and technical disciplines.

A simple example clearly demonstrates the power of visual informa-
tion. Imagine you had the task of writing an article about a new technical
system, for example, a new type of solar power plant. It would take an
enormous effort to describe the system if you could not include images
and technical drawings. The reader of your imageless article would also
have a frustrating experience. He or she would spend a lot of time trying
to figure out how the new solar power plant worked and might end up
with only a poor picture of what it looked like.

3
B. Jähne, Digital Image Processing Copyright © 2005 by Springer-Verlag
ISBN 3–540–24035–7 All rights of reproduction in any form reserved.



4 1 Applications and Tools

a

b c

Figure 1.1: Measurement of particles with imaging techniques: a Bubbles sub-
merged by breaking waves using a telecentric illumination and imaging system;
from Geißler and Jähne [59]. b Soap bubbles. c Electron microscopy of color
pigment particles (courtesy of Dr. Klee, Hoechst AG, Frankfurt).

Technical drawings and photographs of the solar power plant would
be of enormous help for readers of your article. They would immediately
have an idea of the plant and could study details in the images that were
not described in the text, but which caught their attention. Pictures pro-
vide much more information, a fact which can be precisely summarized
by the saying that “a picture is worth a thousand words”.

Another observation is of interest. If the reader later heard of the new
solar plant, he or she could easily recall what it looked like, the object
“solar plant” being instantly associated with an image.

1.2 Examples of Applications

In this section, examples for scientific and technical applications of digi-
tal image processing are discussed. The examples demonstrate that im-
age processing enables complex phenomena to be investigated, which
could not be adequately accessed with conventional measuring tech-
niques.
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a b c

Figure 1.2: Industrial parts that are checked by a visual inspection system for
the correct position and diameter of holes (courtesy of Martin von Brocke, Robert
Bosch GmbH).

1.2.1 Counting and Gauging

A classic task for digital image processing is counting particles and mea-
suring their size distribution. Figure 1.1 shows three examples with very
different particles: gas bubbles submerged by breaking waves, soap bub-
bles, and pigment particles. The first challenge with tasks like this is to
find an imaging and illumination setup that is well adapted to the mea-
suring problem. The bubble images in Fig. 1.1a are visualized by a tele-
centric illumination and imaging system. With this setup, the principal
rays are parallel to the optical axis. Therefore the size of the imaged
bubbles does not depend on their distance. The sampling volume for
concentration measurements is determined by estimating the degree of
blurring in the bubbles.

It is much more difficult to measure the shape of the soap bubbles
shown in Fig. 1.1b, because they are transparent. Therefore, deeper lying
bubbles superimpose the image of the bubbles in the front layer. More-
over, the bubbles show deviations from a circular shape so that suitable
parameters must be found to describe their shape.

A third application is the measurement of the size distribution of
color pigment particles. This significantly influences the quality and
properties of paint. Thus, the measurement of the distribution is an
important quality control task. The image in Fig. 1.1c taken with a trans-
mission electron microscope shows the challenge of this image process-
ing task. The particles tend to cluster. Consequently, these clusters have
to be identified, and — if possible — to be separated in order not to bias
the determination of the size distribution.

Almost any product we use nowadays has been checked for defects
by an automatic visual inspection system. One class of tasks includes
the checking of correct sizes and positions. Some example images are
shown in Fig. 1.2. Here the position, diameter, and roundness of the
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a b

c d

Figure 1.3: Focus series of a press form of PMMA with narrow rectangular holes
imaged with a confocal technique using statistically distributed intensity patterns.
The images are focused on the following depths measured from the bottom of the
holes: a 16µm, b 480µm, and c 620µm (surface of form). d 3-D reconstruction.
From Scheuermann et al. [180].

holes is checked. Figure 1.2c illustrates that it is not easy to illuminate
metallic parts. The edge of the hole on the left is partly bright and thus
it is more difficult to detect and to measure the holes correctly.

1.2.2 Exploring 3-D Space

In images, 3-D scenes are projected on a 2-D image plane. Thus the depth
information is lost and special imaging techniques are required to re-
trieve the topography of surfaces or volumetric images. In recent years,
a large variety of range imaging and volumetric imaging techniques have
been developed. Therefore image processing techniques are also applied
to depth maps and volumetric images.

Figure 1.3 shows the reconstruction of a press form for microstruc-
tures that has been imaged by a special type of confocal microscopy
[180]. The form is made out of PMMA, a semi-transparent plastic ma-
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Figure 1.4: Depth map of a plant leaf measured by optical coherency tomo-
graphy (courtesy of Jochen Restle, Robert Bosch GmbH).

Figure 1.5: Horizontal scans at the eye level across a human head with a tumor.
The scans are taken with x-rays (left), T2 weighted magnetic resonance tomog-
raphy (middle), and positron emission tomography (right; images courtesy of
Michael Bock, DKFZ Heidelberg).

terial with a smooth surface, so that it is almost invisible in standard
microscopy. The form has narrow, 500µm deep rectangular holes.

In order to make the transparent material visible, a statistically dis-
tributed pattern is projected through the microscope optics onto the
focal plane. This pattern only appears sharp on parts that lie in the fo-
cal plane. The pattern gets more blurred with increasing distance from
the focal plane. In the focus series shown in Fig. 1.3, it can be seen that
first the patterns of the material in the bottom of the holes become sharp
(Fig. 1.3a), then after moving the object away from the optics, the final
image focuses at the surface of the form (Fig. 1.3c). The depth of the
surface can be reconstructed by searching for the position of maximum
contrast for each pixel in the focus series (Fig. 1.3d).

Figure 1.4 shows the depth map of a plant leaf that has been imaged
with another modern optical 3-D measuring technique known as white-
light interferometry or coherency radar . It is an interferometric tech-
nique that uses light with a coherency length of only a few wavelengths.
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a b

c

Figure 1.6: Growth studies in botany: a Rizinus plant leaf; b map of growth rate;
c Growth of corn roots (courtesy of Uli Schurr and Stefan Terjung, Institute of
Botany, University of Heidelberg).

Thus interference patterns occur only with very short path differences
in the interferometer. This effect can be utilized to measure distances
with accuracy in the order of a wavelength of light used.

Medical research is the driving force for the development of modern
volumetric imaging techniques that allow us to look into the interior of
3-D objects. Figure 1.5 shows a scan through a human head. Whereas
x-rays (computer tomography , CT ) predominantly delineate the bone
structures, the T2-weighted magnetic resonance tomography (MRT ) shows
the soft tissues, the eyes and scar tissue with high signal intensity. With
positron emission tomography (PET ) a high signal is observed at the tu-
mour location because here the administered positron emitter is accu-
mulating.

1.2.3 Exploring Dynamic Processes

The exploration of dynamic processes is possible by analyzing image
sequences. The enormous potential of this technique is illustrated with
a number of examples in this section.

In botany, a central topic is the study of the growth of plants and
the mechanisms controlling growth processes. Figure 1.6a shows a Riz-
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Figure 1.7: Motility assay for motion analysis of motor proteins (courtesy of
Dietmar Uttenweiler, Institute of Physiology, University of Heidelberg).

inus plant leaf from which a map of the growth rate (percent increase of
area per unit time) has been determined by a time-lapse image sequence
where about every minute an image was taken. This new technique for
growth rate measurements is sensitive enough for area-resolved mea-
surements of the diurnal cycle.

Figure 1.6c shows an image sequence (from left to right) of a growing
corn root. The gray scale in the image indicates the growth rate, which
is largest close to the tip of the root.

In science, images are often taken at the limit of the technically pos-
sible. Thus they are often plagued by high noise levels. Figure 1.7 shows
fluorescence-labeled motor proteins that are moving on a plate covered
with myosin molecules in a so-called motility assay . Such an assay is used
to study the molecular mechanisms of muscle cells. Despite the high
noise level, the motion of the filaments is apparent. However, automatic
motion determination with such noisy image sequences is a demanding
task that requires sophisticated image sequence analysis techniques.

The next example is taken from oceanography. The small-scale pro-
cesses that take place in the vicinity of the ocean surface are very difficult
to measure because of undulation of the surface by waves. Moreover,
point measurements make it impossible to infer the 2-D structure of
the waves at the water surface. Figure 1.8 shows a space-time image
of short wind waves. The vertical coordinate is a spatial coordinate in
the wind direction and the horizontal coordinate the time. By a spe-
cial illumination technique based on the shape from shading paradigm
(Section 8.5.3), the along-wind slope of the waves has been made visible.
In such a spatiotemporal image, motion is directly visible by the incli-
nation of lines of constant gray scale. A horizontal line marks a static
object. The larger the angle to the horizontal axis, the faster the object
is moving. The image sequence gives a direct insight into the complex
nonlinear dynamics of wind waves. A fast moving large wave modulates
the motion of shorter waves. Sometimes the short waves move with
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a

b

Figure 1.8: A space-time image of short wind waves at a wind speed of a 2.5 and
b 7.5 m/s. The vertical coordinate is the spatial coordinate in wind direction, the
horizontal coordinate the time.

the same speed (bound waves), but mostly they are significantly slower
showing large modulations in the phase speed and amplitude.

The last example of image sequences is on a much larger spatial and
temporal scale. Figure 1.9 shows the annual cycle of the tropospheric
column density of NO2. NO2 is one of the most important trace gases for
the atmospheric ozone chemistry. The main sources for tropospheric
NO2 are industry and traffic, forest and bush fires (biomass burning),
microbiological soil emissions, and lighting. Satellite imaging allows for
the first time the study of the regional distribution of NO2 and the iden-
tification of the sources and their annual cycles.

The data have been computed from spectroscopic images obtained
from the GOME instrument of the ERS2 satellite. At each pixel of the
images a complete spectrum with 4000 channels in the ultraviolet and
visible range has been taken. The total atmospheric column density of
the NO2 concentration can be determined by the characteristic absorp-
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Figure 1.9: Maps of tropospheric NO2 column densities showing four three-
month averages from 1999 (courtesy of Mark Wenig, Institute for Environmental
Physics, University of Heidelberg).
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a b

Figure 1.10: Industrial inspection tasks: a Optical character recognition. b Con-
nectors (courtesy of Martin von Brocke, Robert Bosch GmbH).

tion spectrum that is, however, superimposed by the absorption spectra
of other trace gases. Therefore, a complex nonlinear regression analy-
sis is required. Furthermore, the stratospheric column density must be
subtracted by suitable image processing algorithms.

The resulting maps of tropospheric NO2 column densities in Fig. 1.9
show a lot of interesting detail. Most emissions are related to industri-
alized countries. They show a clear annual cycle in the Northern hemi-
sphere with a maximum in the winter.

1.2.4 Classification

Another important task is the classification of objects observed in im-
ages. The classical example of classification is the recognition of char-
acters (optical character recognition or short OCR). Figure 1.10a shows
a typical industrial OCR application, the recognition of a label on an in-
tegrated circuit. Object classification includes also the recognition of
different possible positioning of objects for correct handling by a robot.
In Fig. 1.10b, connectors are placed in random orientation on a conveyor
belt. For proper pick up and handling, whether the front or rear side of
the connector is seen must also be detected.

The classification of defects is another important application. Fig-
ure 1.11 shows a number of typical errors in the inspection of integrated
circuits: an incorrectly centered surface mounted resistor (Fig. 1.11a),
and broken or missing bond connections (Fig. 1.11b–f).

The application of classification is not restricted to industrial tasks.
Figure 1.12 shows some of the most distant galaxies ever imaged by
the Hubble telescope. The galaxies have to be separated into different
classes according to their shape and color and have to be distinguished
from other objects, e. g., stars.
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d e f

Figure 1.11: Errors in soldering and bonding of integrated circuits. Courtesy of
Florian Raisch, Robert Bosch GmbH).

Figure 1.12: Hubble deep space image: classification of distant galaxies
(http://hubblesite.org/).
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Figure 1.13: A hierarchy of digital image processing tasks from image formation
to image comprehension. The numbers by the boxes indicate the corresponding
chapters of this book.
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1.3 Hierarchy of Image Processing Operations

Image processing is not a one-step process. We are able to distinguish
between several steps which must be performed one after the other until
we can extract the data of interest from the observed scene. In this way
a hierarchical processing scheme is built up as sketched in Fig. 1.13. The
figure gives an overview of the different phases of image processing,
together with a summary outline of this book.

Image processing begins with the capture of an image with a suitable,
not necessarily optical, acquisition system. In a technical or scientific
application, we may choose to select an appropriate imaging system.
Furthermore, we can set up the illumination system, choose the best
wavelength range, and select other options to capture the object feature
of interest in the best way in an image (Chapter 6). 2-D and 3-D image
formation are discussed in Chapters 7 and 8, respectively. Once the
image is sensed, it must be brought into a form that can be treated with
digital computers. This process is called digitization and is discussed in
Chapter 9.

The first steps of digital processing may include a number of different
operations and are known as image preprocessing. If the sensor has non-
linear characteristics, these need to be corrected. Likewise, brightness
and contrast of the image may require improvement. Commonly, too, co-
ordinate transformations are needed to restore geometrical distortions
introduced during image formation. Radiometric and geometric correc-
tions are elementary pixel processing operations that are discussed in
Chapter 10.

A whole chain of processing steps is necessary to analyze and iden-
tify objects. First, adequate filtering procedures must be applied in order
to distinguish the objects of interest from other objects and the back-
ground. Essentially, from an image (or several images), one or more
feature images are extracted. The basic tools for this task are averaging
(Chapter 11), edge detection (Chapter 12), the analysis of simple neigh-
borhoods (Chapter 13) and complex patterns known in image process-
ing as texture (Chapter 15). An important feature of an object is also
its motion. Techniques to detect and determine motion are discussed in
Chapter 14.

Then the object has to be separated from the background. This means
that regions of constant features and discontinuities must be identified
by segmentation (Chapter 16). This can be an easy task if an object is
well distinguished from the background by some local features. This
is, however, not often the case. Then more sophisticated segmentation
techniques are required (Chapter 17). These techniques use various op-
timization strategies to minimize the deviation between the image data
and a given model function incorporating the knowledge about the ob-
jects in the image.
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The same mathematical approach can be used for other image process-
ing tasks. Known disturbances in the image, for instance caused by a de-
focused optics, motion blur, errors in the sensor, or errors in the trans-
mission of image signals, can be corrected (image restoration). Images
can be reconstructed from indirect imaging techniques such as tomog-
raphy that deliver no direct image (image reconstruction).

Now that we know the geometrical shape of the object, we can use
morphological operators to analyze and modify the shape of objects
(Chapter 18) or extract further information such as the mean gray value,
the area, perimeter, and other parameters for the form of the object
(Chapter 19). These parameters can be used to classify objects (classi-
fication, Chapter 20). Character recognition in printed and handwritten
text is an example of this task.

While it appears logical to divide a complex task such as image process-
ing into a succession of simple subtasks, it is not obvious that this strat-
egy works at all. Why? Let us discuss a simple example. We want to find
an object that differs in its gray value only slightly from the background
in a noisy image. In this case, we cannot simply take the gray value to
differentiate the object from the background.

Averaging of neighboring image points can reduce the noise level.
At the edge of the object, however, background and object points are
averaged, resulting in false mean values. If we knew the edge, averaging
could be stopped at the edge. But we can determine the edges only after
averaging because only then are the gray values of the object sufficiently
different from the background.

We may hope to escape this circular argument by an iterative ap-
proach. We just apply the averaging and make a first estimate of the
edges of the object. We then take this first estimate to refine the av-
eraging at the edges, recalculate the edges and so on. It remains to be
studied in detail, however, whether this iteration converges at all, and if
it does, whether the limit is correct.

In any case, the discussed example suggests that more difficult im-
age processing tasks require feedback. Advanced processing steps give
parameters back to preceding processing steps. Then the processing
is not linear along a chain but may iteratively loop back several times.
Figure 1.13 shows some possible feedbacks. The feedback may include
non-image processing steps.

If an image processing task cannot be solved with a given image,
we may decide to change the illumination, zoom closer to an object of
interest or to observe it under a more suitable view angle. This type of
approach is known as active vision. In the framework of an intelligent
system exploring its environment by its senses we may also speak of an
action-perception cycle.
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1.4 Image Processing and Computer Graphics

For some time now, image processing and computer graphics have been
treated as two different areas. Knowledge in both areas has increased
considerably and more complex problems can now be treated. Computer
graphics is striving to achieve photorealistic computer-generated images
of three-dimensional scenes, while image processing is trying to recon-
struct one from an image actually taken with a camera. In this sense,
image processing performs the inverse procedure to that of computer
graphics. In computer graphics we start with knowledge of the shape
and features of an object — at the bottom of Fig. 1.13 — and work up-
wards until we get a two-dimensional image. To handle image processing
or computer graphics, we basically have to work from the same knowl-
edge. We need to know the interaction between illumination and objects,
how a three-dimensional scene is projected onto an image plane, etc.

There are still quite a few differences between an image processing
and a graphics workstation. But we can envisage that, when the similari-
ties and interrelations between computer graphics and image processing
are better understood and the proper hardware is developed, we will see
some kind of general-purpose workstation in the future which can han-
dle computer graphics as well as image processing tasks. The advent
of multimedia, i. e., the integration of text, images, sound, and movies,
will further accelerate the unification of computer graphics and image
processing. The term “visual computing” has been coined in this context
[68].

1.5 Cross-disciplinary Nature of Image Processing

By its very nature, the science of image processing is cross-disciplinary
in several aspects. First, image processing incorporates concepts from
various sciences. Before we can process an image, we need to know
how the digital signal is related to the features of the imaged objects.
This includes various physical processes from the interaction of radia-
tion with matter to the geometry and radiometry of imaging. An imaging
sensor converts the incident irradiance in one or the other way into an
electric signal. Next, this signal is converted into digital numbers and
processed by a digital computer to extract the relevant data. In this chain
of processes (see also Fig. 1.13) many areas from physics, computer sci-
ence and mathematics are involved including among others, optics, solid
state physics, chip design, computer architecture, algebra, analysis, sta-
tistics, algorithm theory, graph theory, system theory, and numerical
mathematics. From an engineering point of view, contributions from
optical engineering, electrical engineering, photonics, and software engi-
neering are required.
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Image processing has a partial overlap with other disciplines. Image
processing tasks can partly be regarded as a measuring problem, which is
part of the science of metrology . Likewise, pattern recognition tasks are
incorporated in image processing in a similar way as in speech process-
ing. Other disciplines with similar connections to image processing are
the areas of neural networks, artificial intelligence, and visual perception.
Common to these areas is their strong link to biological sciences.

When we speak of computer vision, we mean a computer system that
performs the same task as a biological vision system to “discover from
images what is present in the world, and where it is” [134]. In contrast,
the term machine vision is used for a system that performs a vision task
such as checking the sizes and completeness of parts in a manufacturing
environment. For many years, a vision system has been regarded just
as a passive observer. As with biological vision systems, a computer
vision system can also actively explore its surroundings by, e. g., moving
around and adjusting its angle of view. This, we call active vision.

There are numerous special disciplines that for historical reasons
developed partly independently of the main stream in the past. One of
the most prominent disciplines is photogrammetry (measurements from
photographs; main applications: mapmaking and surveying). Other ar-
eas are remote sensing using aerial and satellite images, astronomy , and
medical imaging.

The second important aspect of the cross-disciplinary nature of im-
age processing is its widespread application. There is almost no field
in natural sciences or technical disciplines where image processing is
not applied. As we have seen from the examples in Section 1.2, it has
gained crucial importance in several application areas. The strong links
to so many application areas provide a fertile ground for further rapid
progress in image processing because of the constant inflow of tech-
niques and ideas from an ever-increasing host of application areas.

A final cautionary note: a cross-disciplinary approach is not just a
nice extension. It is a necessity. Lack of knowledge in either the appli-
cation area or image processing tools inevitably leads at least to sub-
optimal solutions and sometimes even to a complete failure.

1.6 Human and Computer Vision

We cannot think of image processing without considering the human vi-
sual system. This seems to be a trivial statement, but it has far-reaching
consequences. We observe and evaluate the images that we process with
our visual system. Without taking this elementary fact into considera-
tion, we may be much misled in the interpretation of images.
The first simple questions we should ask are:

• What intensity differences can we distinguish?
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a b

c d

Figure 1.14: Test images for distance and area estimation: a parallel lines with
up to 5 % difference in length; b circles with up to 10 % difference in radius; c the
vertical line appears longer, though it has the same length as the horizontal line;
d deception by perspective: the upper line (in the background) appears longer
than the lower line (in the foreground), though both are equally long.

• What is the spatial resolution of our eye?

• How accurately can we estimate and compare distances and areas?

• How do we sense colors?

• By which features can we detect and distinguish objects?

It is obvious that a deeper knowledge would be of immense help for
computer vision. Here is not the place to give an overview of the human
visual system. The intention is rather to make us aware of the elementary
relations between human and computer vision. We will discuss diverse
properties of the human visual system in the appropriate chapters. Here,
we will make only some introductory remarks. A detailed comparison of
human and computer vision can be found in Levine [123]. An excellent
up-to-date reference to human vision is also the monograph by Wandell
[212].

The reader can perform some experiments by himself. Figure 1.14
shows several test images concerning the question of estimation of dis-
tance and area. He will have no problem in seeing even small changes
in the length of the parallel lines in Fig. 1.14a. A similar area compar-
ison with circles is considerably more difficult (Fig. 1.14b). The other
examples show how the estimate is biased by the context of the im-
age. Such phenomena are known as optical illusions. Two examples of
estimates for length are shown in Fig. 1.14c, d. These examples show
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Figure 1.15: Recognition of three-dimensional objects: three different represen-
tations of a cube with identical edges in the image plane.

a b

Figure 1.16: a Recognition of boundaries between textures; b “interpolation” of
object boundaries.

that the human visual system interprets the context in its estimate of
length. Consequently, we should be very careful in our visual estimates
of lengths and areas in images.

The second topic is that of the recognition of objects in images. Al-
though Fig. 1.15 contains only a few lines and is a planar image not
containing any direct information on depth, we immediately recognize
a cube in the right and left image and its orientation in space. The only
clues from which we can draw this conclusion are the hidden lines and
our knowledge about the shape of a cube. The image in the middle,
which also shows the hidden lines, is ambivalent. With some training,
we can switch between the two possible orientations in space.

Figure 1.16 shows a remarkable feature of the human visual system.
With ease we see sharp boundaries between the different textures in
Fig. 1.16a and immediately recognize the figure 5. In Fig. 1.16b we iden-
tify a white equilateral triangle, although parts of the bounding lines do
not exist.

From these few observations, we can conclude that the human vi-
sual system is extremely powerful in recognizing objects, but is less well
suited for accurate measurements of gray values, distances, and areas.

In comparison, the power of computer vision systems is marginal
and should make us feel humble. A digital image processing system can
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only perform elementary or well-defined fixed image processing tasks
such as real-time quality control in industrial production. A computer
vision system has also succeeded in steering a car at high speed on a
highway, even with changing lanes. However, we are still worlds away
from a universal digital image processing system which is capable of
“understanding” images as human beings do and of reacting intelligently
and flexibly in real time.

Another connection between human and computer vision is worth
noting. Important developments in computer vision have been made
through progress in understanding the human visual system. We will
encounter several examples in this book: the pyramid as an efficient
data structure for image processing (Chapter 5), the concept of local
orientation (Chapter 13), and motion determination by filter techniques
(Chapter 14).

1.7 Components of an Image Processing System

This section briefly outlines the capabilities of modern image processing
systems. A general purpose image acquisition and processing system
typically consists of four essential components:

1. An image acquisition system. In the simplest case, this could be a
CCD camera, a flatbed scanner, or a video recorder.

2. A device known as a frame grabber to convert the electrical signal
(normally an analog video signal) of the image acquisition system
into a digital image that can be stored.

3. A personal computer or a workstation that provides the processing
power.

4. Image processing software that provides the tools to manipulate and
analyze the images.

1.7.1 Image Sensors

Digital processing requires images to be obtained in the form of electrical
signals. These signals can be digitized into sequences of numbers which
then can be processed by a computer. There are many ways to convert
images into digital numbers. Here, we will focus on video technology, as
it is the most common and affordable approach.

The milestone in image sensing technology was the invention of semi-
conductor photodetector arrays. There are many types of such sensors,
the most common being the charge coupled device or CCD. Such a sensor
consists of a large number of photosensitive elements. During the accu-
mulation phase, each element collects electrical charges, which are gen-
erated by absorbed photons. Thus the collected charge is proportional
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a b

Figure 1.17: Modern semiconductor cameras: a Complete CMOS camera on
a chip with digital and analog output (image courtesy of K. Meier, Kirchhoff
Institute for Physics, University of Heidelberg), [128]. b High-end digital 12-bit
CCD camera, Pixelfly (image courtesy of PCO GmbH, Germany).

to the illumination. In the read-out phase, these charges are sequentially
transported across the chip from sensor to sensor and finally converted
to an electric voltage.

For quite some time, CMOS image sensors have been available. But
only recently have these devices attracted significant attention because
the image quality, especially the uniformity of the sensitivities of the
individual sensor elements, now approaches the quality of CCD image
sensors. CMOS imagers still do not reach up to the standards of CCD
imagers in some features, especially at low illumination levels (higher
dark current). They have, however, a number of significant advantages
over CCD imagers. They consume significantly less power, subareas can
be accessed quickly, and they can be added to circuits for image pre-
processing and signal conversion. Indeed, it is possible to put a whole
camera on a single chip (Fig. 1.17a). Last but not least, CMOS sensors can
be manufactured more cheaply and thus open new application areas.

Generally, semiconductor imaging sensors are versatile and powerful
devices:

• Precise and stable geometry. The individual sensor elements are pre-
cisely located on a regular grid. Geometric distortion is virtually ab-
sent. Moreover, the sensor is thermally stable in size due to the low
linear thermal expansion coefficient of silicon (2·10−6/K). These fea-
tures allow precise size and position measurements.

• Small and rugged. The sensors are small and insensitive to external
influences such as magnetic fields and vibrations.

• High sensitivity. The quantum efficiency , i. e., the fraction of elemen-
tary charges generated per photon, can be close to one (�R2 and
�R1). Even standard imaging sensors, which are operated at room
temperature, have a low noise level of only 10-100 electrons. Thus
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they show an excellent sensitivity. Cooled imaging sensors can be
used with exposure times of hours without showing a significant ther-
mal signal.
However, commercial CCDs at room temperature cannot be used at
low light levels because of the thermally generated electrons. But
if CCD devices are cooled down to low temperatures, they can be
exposed for hours. Such devices are commonly used in astronomy
and are about one hundred times more sensitive than photographic
material.

• Wide variety. Imaging sensors are available in a wide variety of reso-
lutions and frame rates (�R2 and �R1). The largest built CCD sen-
sor as of 2001 originates from Philips. In a modular design with
1k× 1k sensor blocks, they built a 7k× 9k sensor with 12× 12µm
pixels [70]. Among the fastest high-resolution imagers available is
the 1280× 1024 active-pixel CMOS sensor from Photobit with a peak
frame rate of 500 Hz (660 MB/s data rate) [154].

• Imaging beyond the visible. Semiconductor imagers are not limited
to the visible range of the electromagnetic spectrum. Standard sili-
con imagers can be made sensitive far beyond the visible wavelength
range (400–700 nm) from 200 nm in the ultraviolet to 1100 nm in the
near infrared . In the infrared range beyond 1100 nm, other semicon-
ductors such an GaAs, InSb, HgCdTe are used (�R3) since silicon be-
comes transparent. Towards shorter wavelengths, specially designed
silicon imagers can be made sensitive well into the x-ray wavelength
region.

1.7.2 Image Acquisition and Display

A frame grabber converts the electrical signal from the camera into a
digital image that can be processed by a computer. Image display and
processing nowadays no longer require any special hardware. With the
advent of graphical user interfaces, image display has become an integral
part of a personal computer or workstation. Besides the display of gray-
scale images with up to 256 shades (8 bit), also true-color images with
up to 16.7 million colors (3 channels with 8 bits each), can be displayed
on inexpensive PC graphic display systems with a resolution of up to
1600× 1200 pixels.

Consequently, a modern frame grabber no longer requires its own
image display unit. It only needs circuits to digitize the electrical signal
from the imaging sensor and to store the image in the memory of the
computer. The direct transfer of image data from a frame grabber to
the memory (RAM) of a microcomputer has become possible since 1995
with the introduction of fast peripheral bus systems such as the PCI
bus. This 32-bit wide and 33 Mhz fast bus has a peak transfer rate of
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132 MB/s. Depending on the PCI bus controller on the frame grabber
and the chipset on the motherboard of the computer, sustained transfer
rates between 15 and 80 MB/s have been reported. This is sufficient
to transfer image sequences in real time to the main memory, even for
color images and fast frame rate images. The second generation 64-bit,
66 MHz PCI bus quadruples the data transfer rates to a peak transfer
rate of 512 MB/s. Digital cameras that transfer image data directly to
the PC via standardized digital interfaces such as Firewire (IEEE 1394),
Camera link, or even fast Ethernet will further simplify the image input
to computers.

The transfer rates to standard hard disks, however, are considerably
lower. Sustained transfer rates are typically lower than 10 MB/s. This is
inadequate for uncompressed real-time image sequence storage to disk.
Real-time transfer of image data with sustained data rates between 10
and 30 MB/s is, however, possible with RAID arrays.

1.7.3 Computer Hardware for Fast Image Processing

The tremendous progress of computer technology in the past 20 years
has brought digital image processing to the desk of every scientist and
engineer. For a general-purpose computer to be useful for image process-
ing, four key demands must be met: high-resolution image display, suf-
ficient memory transfer bandwidth, sufficient storage space, and suffi-
cient computing power. In all four areas, a critical level of performance
has been reached that makes it possible to process images on standard
hardware. In the near future, it can be expected that general-purpose
computers can handle volumetric images and/or image sequences with-
out difficulties. In the following, we will briefly outline these key areas.

General-purpose computers now include sufficient random access
memory (RAM) to store multiple images. A 32-bit computer can ad-
dress up to 4 GB of memory. This is sufficient to handle complex image
processing tasks even with large images. Nowadays, also 64-bit com-
puter systems are available. They provide enough RAM even for de-
manding applications with image sequences and volumetric images.

While in the early days of personal computers hard disks had a ca-
pacity of just 5–10 MB, nowadays disk systems with more than ten thou-
sand times more storage capacity (40–200 GB) are standard. Thus, a
large number of images can be stored on a disk, which is an important
requirement for scientific image processing. For permanent data stor-
age and PC exchange, the DVD is playing an important role as a cheap
and versatile storage medium. One DVD can hold almost 5 GB of image
data that can be read independent of the operating system on MS Win-
dows, Macintosh, and UNIX platforms. Cheap DVD writers allow anyone
to produce DVDs.
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Within the short history of microprocessors and personal computers,
computing power has increased tremendously. From 1978 to 2001 the
clock rate has increased from 4.7 MHz to 1.6 GHz by a factor of 300. The
speed of elementary operations such as floating-point addition and mul-
tiplication has increased even more because on modern CPUs these oper-
ations have now a throughput of only a few clocks instead of about 100
on early processors. Thus, in less than 25 years, the speed of floating-
point computations on a single microprocessor increased more than a
factor of 10 000.

Image processing could benefit from this development only partly.
On modern 32-bit processors it became increasingly inefficient to trans-
fer and process 8-bit and 16-bit image data. This changed only in 1997
with the integration of multimedia techniques into PCs and workstations.
The basic idea of fast image data processing is very simple. It makes use
of the 64-bit data paths in modern processors for quick transfer and
processing of multiple image data in parallel. This approach to parallel
computing is a form of the single instruction multiple data (SIMD) con-
cept. In 64-bit machines, eight 8-bit, four 16-bit or two 32-bit data can
be processed together.

Sun was the first to integrate the SIMD concept into a general-purpose
computer architecture with the visual instruction set (VIS ) on the Ultra-
Sparc architecture [141]. In January 1997 Intel introduced the Multi-
media Instruction Set Extension (MMX ) for the next generation of Pen-
tium processors (P55C). The SIMD concept was quickly adopted by other
processor manufacturers. Motorola, for instance, developed the AltiVec
instruction set. It has also become an integral part of new 64-bit architec-
tures such as in IA-64 architecture from Intel and the x86-64 architecture
from AMD.

Thus, it is evident that SIMD-processing of image data has become a
standard part of future microprocessor architectures. More and more
image processing tasks can be processed in real time on standard mi-
croprocessors without the need for any expensive and awkward special
hardware. However, significant progress for compilers is still required
before SIMD techniques can be used by the general programmer. Today,
the user either depends on libraries that are optimized by the hardware
manufacturers for specific hardware platforms or he is forced to dive
into the details of hardware architectures for optimized programming.

1.7.4 Software and Algorithms

The rapid progress of computer hardware may distract us from the im-
portance of software and the mathematical foundation of the basic con-
cepts for image processing. In the early days, image processing may
have been characterized more as an “art” than as a science. It was like
tapping in the dark, empirically searching for a solution. Once an algo-
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rithm worked for a certain task, you could be sure that it would not work
with other images and you would not even know why. Fortunately, this
is gradually changing. Image processing is about to mature to a well-
developed science. The deeper understanding has also led to a more re-
alistic assessment of today’s capabilities of image processing and analy-
sis, which in many respects is still worlds away from the capability of
human vision.

It is a widespread misconception that a better mathematical founda-
tion for image processing is of interest only to the theoreticians and has
no real consequences for the applications. The contrary is true. The ad-
vantages are tremendous. In the first place, mathematical analysis allows
a distinction between image processing problems that can and those
that cannot be solved. This is already very helpful. Image processing
algorithms become predictable and accurate, and in some cases optimal
results are known. New mathematical methods often result in novel ap-
proaches that can solve previously intractable problems or that are much
faster or more accurate than previous approaches. Often the speed up
that can be gained by a fast algorithm is considerable. In some cases it
can reach up to several orders of magnitude. Thus fast algorithms make
many image processing techniques applicable and reduce the hardware
costs considerably.

1.8 Exercises

Problem 1.1: Image sequence viewer

Interactive viewing and inspection of all image sequences and volumetric images
used throughout this textbook (dip6ex01.01).

Problem 1.2: ∗Image processing tasks

Figure 1.13 contains a systematic summary of the hierarchy of image process-
ing operations from illumination to the analysis of objects extracted from the
images taken. Investigate, which of the operations in this diagram are required
for the following tasks.

1. Measurement of the size distribution of color pigments (Section 1.2.1, Fig. 1.1c)

2. Detection of a brain tumor in a volumetric magnetic resonance tomography
image (Section 1.2.2, Fig. 1.5) and measurement of its size and shape

3. Investigation of the diurnal cycle of the growth of plant leaves (Section 1.2.3,
Fig. 1.6)

4. Character recognition (OCR): Reading of the label on an integrated circuit
(Section 1.2.4, Fig. 1.10a)

5. Partitioning of galaxies according to their form and spectrum into different
classes (Section 1.2.4, Fig. 1.12)
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Problem 1.3: ∗Interdisziplinary nature of image processing

1. Which other sciences contribute methods that are used in digital image process-
ing?

2. Which areas of science and technology use digital image processing tech-
niques?

Problem 1.4: ∗∗Comparison of computer vision and biological vision

In Section 1.7 we discuss the components of a digital image processing system.
Try to identify the corresponding components of a biological vision system.
Is there a one-to-one correspondence or do you see fundamental differences?
Are there biological components that are not yet realized in computer vision
systems and vice versa?

Problem 1.5: ∗Amounts of data in digital image processing

In digital image processing significantly larger amounts of data are required to
be processed as this is normally the case with the analysis of time series. In
order to get a feeling of the amount of data, estimate the amount of data that
is to be processed in the following typical real-world applications.

1. Water wave image sequences. In a wind/wave facility image sequences are
taken from wind waves at the surface of the water (Section 1.2.3, Fig. 1.8). Two
camera systems are in use. Each of them takes image sequences with a spatial
resolution of 640× 480 pixel, 200 frames/s and 8 bit data resolution. A
sequence of measurements runs over six hours. Every 15 minutes a sequence
of 5 minutes is taken simultaneously with both cameras. How large is the data
rate for real-time recording? How much data needs to be stored for the whole
six hour run?

2. Industrial inspection system for laser welding. The welding of parts in an
industrial production line is inspected by a high-speed camera system. The
camera takes 256× 256 large images with a rate of 1000 frames/s and a
resolution of 16 bit per pixel for one second in order to control the welding
of one part. One thousand parts are inspected per hour. The production line
runs around the clock and includes six inspection places in total. Per hour
1000 parts are inspected. The line runs around the clock and includes six
inspection places. Which amount of image data must be processed per day
and year, respectively?

3. Driver assistance system. A driver assistance system detects the road lane
and traffic signs with a camera system, which has a spatial resolution of
640× 480 pixel and takes 25 frames/s. The camera delivers color images
with the three color channels red, green, and blue. Which rate of image data
(MB/s) must be processed in real time?

4. Medical volumetric image sequences. A fast computer tomographic sys-
tems for dynamic medical diagnosis takes volumetric images with a spatial
resolution of 256× 256× 256 and a repetition rate of 10 frames/s. The data
are 16 bit deep. Which rate of data (MB/s) must be processed?
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1.9 Further Readings

In this section, we give some hints on further readings in image processing.

Elementary textbooks. “The Image Processing Handbook” by Russ [175]
is an excellent elementary introduction to image processing with a wealth of
application examples and illustrations. Another excellent elementary textbook
is Nalwa [146]. He gives — as the title indicates — a guided tour of computer
vision.

Advanced textbooks. Still worthwhile to read is the classical, now almost
twenty year old textbook “Digital Picture Processing” from Rosenfeld and Kak
[174]. Another classical, but now somewhat outdated textbook is Jain [99]. From
other classical textbooks new editions were published recently: Pratt [159]and
Gonzalez and Woods [64]. The textbook of van der Heijden [207] discusses
image-based measurements including parameter estimation and object recog-
nition.

Textbooks covering special topics. Because of the cross-disciplinary na-
ture of image processing (Section 1.5), image processing can be treated from
quite different points of view. A collection of monographs is listed here that
focus on one or the other aspect of image processing:

Topic References

Image sensors Holst [79], Howell [84],
Janesick [101]

MR imaging Haacke et al. [69], Liang
and Lauterbur [124],
Mitchell and Cohen [140]

Geometrical aspects of computer vision Faugeras [44], Faugeras
and Luong [45]

Perception Mallot [131], Wandell [212]
Machine vision Jain et al. [100], Demant

et al. [33]
Robot vision and computer vision Horn [83], Shapiro and

Stockman [188], Forsyth
and Ponce [56]

Signal processing Granlund and Knutsson
[66], Lim [126]

Satellite imaging and remote sensing Richards and Jia [169],
Schott [183]

Micro structure analysis Ohser and Mücklich [149]
Industrial image processing Demant et al. [33]
Object classification and pattern recognition Duda et al. [40], Schürmann

[184], Bishop [11], Schöl-
lkopf and Smola [182]

High-level vision Ullman [204]
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Human vision and computer vision. This topic is discussed in detail by
Levine [123]. An excellent and up-to-date reference is also the monograph from
Wandell [212].

Collection of articles. An excellent overview of image processing with di-
rect access to some key original articles is given by the following collections of
articles: “Digital Image Processing” by Chelappa [23], “Readings in Computer
Vision: Issues, Problems, Principles, and Paradigms” by Fischler and Firschein
[49], and “Computer Vision: Principles and Advances and Applications” by Kas-
turi and Jain [105, 106].

Handbooks. The “Practical Handbook on Image Processing for Scientific Ap-
plications” by Jähne [91] provides a task-oriented approach with many practical
procedures and tips. A state-of-the-art survey of computer vision is given by the
three-volume “Handbook of Computer Vision and Applications by Jähne et al.
[96]. Algorithms for image processing and computer vision are provided by
Voss and Süße [211], Pitas [156], Parker [152], Umbaugh [205], and Wilson and
Ritter [219].
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2 Image Representation

2.1 Introduction

This chapter centers around the question of how to represent the infor-
mation contained in images. Together with the next two chapters it lays
the mathematical foundations for low-level image processing. Two key
points are emphasized in this chapter.

First, the information contained in images can be represented in en-
tirely different ways. The most important are the spatial representation
(Section 2.2) and wave number representation (Section 2.3). These repre-
sentations just look at spatial data from different points of view. Since
the various representations are complete and equivalent, they can be
converted into each other. The conversion between the spatial and wave
number representation is the well-known Fourier transform. This trans-
form is an example of a more general class of operations, the unitary
transforms (Section 2.4).

Second, we discuss how these representations can be handled with
digital computers. How are images represented by arrays of digital num-
bers in an adequate way? How are these data handled efficiently? Can
fast algorithms be devised to convert one representation into another?
A key example is the fast Fourier transform, discussed in Section 2.5.

2.2 Spatial Representation of Digital Images

2.2.1 Pixel and Voxel

Images constitute a spatial distribution of the irradiance at a plane.
Mathematically speaking, the spatial irradiance distribution can be de-
scribed as a continuous function of two spatial variables:

E(x1, x2) = E(x). (2.1)

Computers cannot handle continuous images but only arrays of digi-
tal numbers. Thus it is required to represent images as two-dimensional
arrays of points. A point on the 2-D grid is called a pixel or pel . Both
words are abbreviations of the word picture element. A pixel represents
the irradiance at the corresponding grid position. In the simplest case,
the pixels are located on a rectangular grid. The position of the pixel
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Figure 2.1: Representation of digital images by arrays of discrete points on a
rectangular grid: a 2-D image, b 3-D image.

is given in the common notation for matrices. The first index, m, de-
notes the position of the row, the second, n, the position of the column
(Fig. 2.1a). If the digital image containsM ×N pixels, i. e., is represented
by an M ×N matrix, the index n runs from 0 to N − 1, and the indexm
from 0 toM−1. M gives the number of rows, N the number of columns.
In accordance with the matrix notation, the vertical axis (y axis) runs
from top to bottom and not vice versa as it is common in graphs. The
horizontal axis (x axis) runs as usual from left to right.

Each pixel represents not just a point in the image but rather a rectan-
gular region, the elementary cell of the grid. The value associated with
the pixel must represent the average irradiance in the corresponding cell
in an appropriate way. Figure 2.2 shows one and the same image repre-
sented with a different number of pixels as indicated in the legend. With
large pixel sizes (Fig. 2.2a, b), not only is the spatial resolution poor, but
the gray value discontinuities at pixel edges appear as disturbing arti-
facts distracting us from the content of the image. As the pixels become
smaller, the effect becomes less pronounced up to the point where we
get the impression of a spatially continuous image. This happens when
the pixels become smaller than the spatial resolution of our visual sys-
tem. You can convince yourself of this relation by observing Fig. 2.2
from different distances.

How many pixels are sufficient? There is no general answer to this
question. For visual observation of a digital image, the pixel size should
be smaller than the spatial resolution of the visual system from a nomi-
nal observer distance. For a given task the pixel size should be smaller
than the finest scales of the objects that we want to study. We generally
find, however, that it is the available sensor technology (see Section 1.7.1)
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a b

c d

Figure 2.2: Digital images consist of pixels. On a square grid, each pixel rep-
resents a square region of the image. The figure shows the same image with a
3× 4, b 12× 16, c 48× 64, and d 192× 256 pixels. If the image contains suffi-
cient pixels, it appears to be continuous.

that limits the number of pixels rather than the demands from the appli-
cations. Even a high-resolution sensor array with 1000× 1000 elements
has a relative spatial resolution of only 10−3. This is a rather poor resolu-
tion compared to other measurements such as those of length, electrical
voltage or frequency, which can be performed with relative resolutions
of far beyond 10−6. However, these techniques provide only a measure-
ment at a single point, while a 1000× 1000 image contains one million
points. Thus we obtain an insight into the spatial variations of a signal.
If we take image sequences, also the temporal changes and, thus, the
kinematics and dynamics of the studied object become apparent. In this
way, images open up a whole new world of information.

A rectangular grid is only the simplest geometry for a digital image.
Other geometrical arrangements of the pixels and geometric forms of
the elementary cells are possible. Finding the possible configurations is
the 2-D analogue of the classification of crystal structure in 3-D space,
a subject familiar to solid state physicists, mineralogists, and chemists.
Crystals show periodic 3-D patterns of the arrangements of their atoms,
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a b c

Figure 2.3: The three possible regular grids in 2-D: a triangular grid, b square
grid, c hexagonal grid.
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Figure 2.4: Neighborhoods on a rectangular grid: a 4-neighborhood and b 8-
neighborhood. c The black region counts as one object (connected region) in an
8-neighborhood but as two objects in a 4-neighborhood.

ions, or molecules which can be classified by their symmetries and the
geometry of the elementary cell. In 2-D, classification of digital grids is
much simpler than in 3-D. If we consider only regular polygons, we have
only three possibilities: triangles, squares, and hexagons (Fig. 2.3).

The 3-D spaces (and even higher-dimensional spaces) are also of in-
terest in image processing. In three-dimensional images a pixel turns
into a voxel , an abbreviation of volume element . On a rectangular grid,
each voxel represents the mean gray value of a cuboid. The position of
a voxel is given by three indices. The first, k, denotes the depth, m the
row, andn the column (Fig. 2.1b). A Cartesian grid, i. e., hypercubic pixel,
is the most general solution for digital data since it is the only geometry
that can easily be extended to arbitrary dimensions.

2.2.2 Neighborhood Relations

An important property of discrete images is their neighborhood relations
since they define what we will regard as a connected region and therefore
as a digital object . A rectangular grid in two dimensions shows the
unfortunate fact, that there are two possible ways to define neighboring
pixels (Fig. 2.4a, b). We can regard pixels as neighbors either when they
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Figure 2.5: The three types of neighborhoods on a 3-D cubic grid. a 6-
neighborhood: voxels with joint faces; b 18-neighborhood: voxels with joint
edges; c 26-neighborhood: voxels with joint corners.

have a joint edge or when they have at least one joint corner. Thus a
pixel has four or eight neighbors and we speak of a 4-neighborhood or
an 8-neighborhood .

Both types of neighborhood are needed for a proper definition of
objects as connected regions. A region or an object is called connected
when we can reach any pixel in the region by walking from one neighbor-
ing pixel to the next. The black object shown in Fig. 2.4c is one object in
the 8-neighborhood, but constitutes two objects in the 4-neighborhood.
The white background, however, shows the same property. Thus we
have either two connected regions in the 8-neigborhood crossing each
other or two separated regions in the 4-neighborhood. This inconsis-
tency can be overcome if we declare the objects as 4-neighboring and
the background as 8-neighboring, or vice versa.

These complications occur not only with a rectangular grid . With a
triangular grid we can define a 3-neighborhood and a 12-neighborhood
where the neighbors have either a common edge or a common corner,
respectively (Fig. 2.3a). On a hexagonal grid, however, we can only define
a 6-neighborhood because pixels which have a joint corner, but no joint
edge, do not exist. Neighboring pixels always have one joint edge and
two joint corners. Despite this advantage, hexagonal grids are hardly
used in image processing, as the imaging sensors generate pixels on
a rectangular grid. The photosensors on the retina in the human eye,
however, have a more hexagonal shape [212].

In three dimensions, the neighborhood relations are more complex.
Now, there are three ways to define a neighbor: voxels with joint faces,
joint edges, and joint corners. These definitions result in a 6-neighbor-
hood, an 18-neighborhood, and a 26-neighborhood, respectively (Fig. 2.5).
Again, we are forced to define two different neighborhoods for objects
and the background in order to achieve a consistent definition of con-
nected regions. The objects and background must be a 6-neighborhood
and a 26-neighborhood, respectively, or vice versa.
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2.2.3 Discrete Geometry

The discrete nature of digital images makes it necessary to redefine el-
ementary geometrical properties such as distance, slope of a line, and
coordinate transforms such as translation, rotation, and scaling. These
quantities are required for the definition and measurement of geometric
parameters of object in digital images.

In order to discuss the discrete geometry properly, we introduce the
grid vector that represents the position of the pixel. The following dis-
cussion is restricted to rectangular grids. The grid vector is defined in
2-D, 3-D, and 4-D spatiotemporal images as

rm,n =
[
n∆x
m∆y

]
, rl,m,n =

⎡
⎢⎣ n∆x
m∆y
l∆z

⎤
⎥⎦ , rk,l,m,n =

⎡
⎢⎢⎢⎣
n∆x
m∆y
l∆z
k∆t

⎤
⎥⎥⎥⎦ . (2.2)

To measure distances, it is still possible to transfer the Euclidian dis-
tance from continuous space to a discrete grid with the definition

de(r,r′) = ‖r − r′‖ =
[
(n−n′)2∆x2 + (m−m′)2∆y2

]1/2
. (2.3)

Equivalent definitions can be given for higher dimensions. In digital
images two other metrics have often been used. The city block distance

db(r,r′) = |n−n′| + |m−m′| (2.4)

gives the length of a path, if we can only walk in horizontal and verti-
cal directions (4-neighborhood). In contrast, the chess board distance is
defined as the maximum of the horizontal and vertical distance

dc(r,r′) = max(|n−n′|, |m−m′|). (2.5)

For practical applications, only the Euclidian distance is relevant. It is
the only metric on digital images that preserves the isotropy of the con-
tinuous space. With the city block distance, for example, distances in the
direction of the diagonals are longer than the Euclidean distance. The
curve with equal distances to a point is not a circle but a diamond-shape
curve, a square tilted by 45°.

Translation on a discrete grid is only defined in multiples of the pixel
or voxel distances

r′m,n = rm,n + tm′,n′ , (2.6)

i. e., by addition of a grid vector tm′,n′ .
Likewise, scaling is possible only for integer multiples of the scaling

factor by taking every qth pixel on every pth line. Since this discrete
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Figure 2.6: A discrete line is only well defined in the directions of axes and di-
agonals. In all other directions, a line appears as a staircase-like jagged pixel
sequence.

scaling operation subsamples the grid, it remains to be seen whether
the scaled version of the image is still a valid representation.

Rotation on a discrete grid is not possible except for some trivial
angles. The condition is that all points of the rotated grid coincide with
the grid points. On a rectangular grid, only rotations by multiples of 180°
are possible, on a square grid by multiples of 90°, and on a hexagonal
grid by multiples of 60°.

Generally, the correct representation even of simple geometric ob-
jects such as lines and circles is not clear. Lines are well-defined only for
angles with values of multiples of 45°, whereas for all other directions
they appear as jagged, staircase-like sequences of pixels (Fig. 2.6).

All these limitations of digital geometry cause errors in the position,
size, and orientation of objects. It is necessary to investigate the conse-
quences of these errors for subsequent processing carefully (Chapter 9).

2.2.4 Quantization

For use with a computer, the measured irradiance at the image plane
must be mapped onto a limited number Q of discrete gray values. This
process is called quantization. The number of required quantization
levels in image processing can be discussed with respect to two criteria.

First, we may argue that no gray value steps should be recognized by
our visual system, just as we do not see the individual pixels in digital
images. Figure 2.7 shows images quantized with 2 to 16 levels of gray
values. It can be seen clearly that a low number of gray values leads to
false edges and makes it very difficult to recognize objects that show
slow spatial variation in gray values. In printed images, 16 levels of gray
values seem to be sufficient, but on a monitor we would still be able to
see the gray value steps.

Generally, image data are quantized into 256 gray values. Then each
pixel occupies 8 bits or one byte. This bit size is well adapted to the
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a b

c d

Figure 2.7: Illustration of quantization. The same image is shown with different
quantization levels: a 16, b 8, c 4, d 2. Too few quantization levels produce false
edges and make features with low contrast partly or totally disappear.

architecture of standard computers that can address memory bytewise.
Furthermore, the resolution is good enough to give us the illusion of a
continuous change in the gray values, since the relative intensity resolu-
tion of our visual system is no better than about 2 %.

The other criterion is related to the imaging task. For a simple ap-
plication in machine vision, where homogeneously illuminated objects
must be detected and measured, only two quantization levels, i. e., a bi-
nary image, may be sufficient. Other applications such as imaging spec-
troscopy or medical diagnosis with x-ray images require the resolution
of faint changes in intensity. Then the standard 8-bit resolution would
be too coarse.

2.2.5 Signed Representation of Images

Normally we think of “brightness” (irradiance or radiance) as a positive quantity.
Consequently, it appears natural to represent it by unsigned numbers ranging
in an 8-bit representation, for example, from 0 to 255. This representation
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a b

Figure 2.8: The context determines how “bright” we perceive an object to be.
Both squares have the same brightness, but the square on the dark background
appears brighter than the square on the light background. The two squares only
appear equally bright if they touch each other.

causes problems, however, as soon as we perform arithmetic operations with
images. Subtracting two images is a simple example that can produce negative
numbers. Since negative gray values cannot be represented, they wrap around
and appear as large positive values. The number −1, for example, results in the
positive value 255 given that −1 modulo 256 = 255. Thus we are confronted
with the problem of two different representations of gray values, as unsigned
and signed 8-bit numbers. Correspondingly, we must have several versions of
each algorithm, one for unsigned gray values, one for signed values, and others
for mixed cases.

One solution to this problem is to handle gray values always as signed num-
bers. In an 8-bit representation, we can convert unsigned numbers into signed
numbers by subtracting 128:

q′ = (q − 128) mod 256, 0 ≤ q < 256. (2.7)

Then the mean gray value intensity of 128 becomes the gray value zero and gray
values lower than this mean value become negative. Essentially, we regard gray
values in this representation as a deviation from a mean value.

This operation converts unsigned gray values to signed gray values which can
be stored and processed as such. Only for display must we convert the gray
values again to unsigned values by the inverse point operation

q = (q′ + 128) mod 256, −128 ≤ q′ < 128, (2.8)

which is the same operation as in Eq. (2.7) since all calculations are performed
modulo 256.

2.2.6 Luminance Perception of the Human Visual System

With respect to quantization, it is important to know how the human
visual system perceives the levels and what luminance differences can
be distinguished. Figure 2.8 demonstrates that the small rectangle with
a medium luminance appears brighter against the dark background than
against the light one, though its absolute luminance is the same. This
deception only disappears when the two areas become adjacent.
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a b

Figure 2.9: A high-contrast scene captured by a CCD camera with a linear con-
trast and a a small and b a large aperture.

The human visual system shows rather a logarithmic than a linear re-
sponse. This means that we perceive relative and not absolute luminance
differences equally well. In a wide range of luminance values, we can re-
solve relative differences of about 2%. This threshold value depends on
a number of factors, especially the spatial frequency (wavelength) of the
pattern used for the experiment. At a certain wavelength the luminance
resolution is optimal.

The characteristics of the human visual system discussed above are
quite different from those of a machine vision system. Typically only
256 gray values are resolved. Thus a digitized image has much lower
dynamics than the human visual system. This is the reason why the
quality of a digitized image, especially of a scene with high luminance
contrast, appears inferior to us compared to what we see directly. In a
digital image taken from such a scene with a linear image sensor, either
the bright parts are overexposed or the dark parts are underexposed.
This is demonstrated by the high-contrast scene in Fig. 2.9.

Although the relative resolution is far better than 2% in the bright
parts of the image, it is poor in the dark parts. At a gray value of 10, the
luminance resolution is only 10%.

One solution for coping with large dynamics in scenes is used in video
cameras, which generally convert the irradiance E not linearly, but with
an exponential law into the gray value g:

g = Eγ. (2.9)

The exponent γ is denoted the gamma value. Typically, γ has a value
of 0.4. With this exponential conversion, the logarithmic characteristic
of the human visual system may be approximated. The contrast range
is significantly enhanced. If we presume a minimum relative luminance
resolution of 10% and an 8 bit gray scale range, we get contrast ranges
of 25 and 316 with γ = 1 and γ = 0.4, respectively.
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Figure 2.10: An image can be thought to be composed of basis images in which
only one pixel is unequal to zero.

For many scientific applications, however, it is essential that a linear
relation is maintained between the radiance of the observed object and
the gray value in the digital image. Thus the gamma value must be set
to one for these applications.

2.3 Wave Number Space and Fourier Transform

2.3.1 Vector Spaces

In Section 2.2, the discussion centered around the spatial representation
of digital images. Without mentioning it explicitly, we thought of an
image as composed of individual pixels (Fig. 2.10). Thus we can compose
each image with basis images where just one pixel has a value of one
while all other pixels are zero. We denote such a basis image with a one
at row m, column n by

m,nP : m,npm′,n′ =
{

1 m =m′ ∧n = n′
0 otherwise.

(2.10)

Any arbitrary scalar image can then be composed from the basis images
in Eq. (2.10) by

G =
M−1∑
m=0

N−1∑
n=0

gm,n m,nP, (2.11)

where gm,n denotes the gray value at the position (m,n).
It is easy to convince ourselves that the basis images m,nP form an

orthonormal base. To that end we require an inner product (also known
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as scalar product ) which can be defined similarly to the scalar product
for vectors. The inner product of two images G and H is defined as

〈G |H 〉 =
M−1∑
m=0

N−1∑
n=0

gm,nhm,n, (2.12)

where the notation for the inner product from quantum mechanics is
used in order to distinguish it from matrix multiplication, which is de-
noted by GH.

From Eq. (2.12), we can immediately derive the orthonormality rela-
tion for the basis images m,nP:

M−1∑
m=0

N−1∑
n=0

m′,n′pm,nm
′′,n′′pm,n = δm′−m′′δn′−n′′ . (2.13)

This says that the inner product between two base images is zero if two
different basis images are taken. The scalar product of a basis image
with itself is one. TheMN basis images thus span anM ×N-dimensional
vector space over the set of real numbers.

The analogy to the well-known two- and three-dimensional vector
spaces R2 and R3 helps us to understand how other representations for
images can be gained. An M ×N image represents a point in the M ×N
vector space. If we change the coordinate system, the image remains
the same but its coordinates change. This means that we just observe
the same piece of information from a different point of view. We can
draw two important conclusions from this elementary fact. First, all
representations are equivalent to each other. Each gives a complete rep-
resentation of the image. Secondly, suitable coordinate transformations
lead us from one representation to the other and back again.

From the manifold of other possible representations beside the spa-
tial representation, only one has gained prime importance for image
processing. Its base images are periodic patterns and the “coordinate
transform” that leads to it is known as the Fourier transform. Figure 2.11
shows how the same image that has been composed by individual pixels
in Fig. 2.10 is composed of periodic patterns.

A periodic pattern is first characterized by the distance between two
maxima or the repetition length, the wavelength λ (Fig. 2.12). The direc-
tion of the pattern is best described by a vector normal to the lines of
constant gray values. If we give this vector k the length 1/λ

|k| = 1/λ, (2.14)

the wavelength and direction can be expressed by one vector, the wave
number k. The components of k = [k1, k2]T directly give the number of
wavelengths per unit length in the corresponding direction. The wave
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Figure 2.11: The first 56 periodic patterns, the basis images of the Fourier trans-
form, from which the image in Fig. 2.10 is composed.

1/k2

1/k1
X1

X2

λ=1/| |kk

∆ λ ϕx = /2π

∆x

Figure 2.12: Description of a 2-D periodic pattern by the wavelength λ, wave
number k, and phase ϕ.

number k can be used for the description of periodic patterns in any
dimension.

In order to complete the description of a periodic pattern, two more
quantities are required: the amplitude r and the relative position of the
pattern at the origin (Fig. 2.12). The position is given as the distance ∆x
of the first maximum from the origin. Because this distance is at most
a wavelength, it is best given as a phase angle ϕ = 2π∆x/λ = 2πk ·∆x
(Fig. 2.12) and the complete description of a periodic pattern is given by

r cos(2πkTx −ϕ). (2.15)

This description is, however, mathematically quite awkward. We rather
want a simple factor by which the base patterns have to be multiplied,
in order to achieve a simple decomposition in periodic patterns. This is
only possible by using complex numbers ĝ = r exp(−iϕ) and the com-
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plex exponential function exp(iϕ) = cosϕ + i sinϕ. The real part of
ĝ exp(2π ikTx) gives the periodic pattern in Eq. (2.15):

	(ĝ exp(2π ikTx)) = r cos(2πkTx −ϕ). (2.16)

In this way the decomposition into periodic patterns requires the
extension of real numbers to complex numbers. A real-valued image is
thus considered as a complex-valued image with a zero imaginary part.

The subject of the remainder of this chapter is rather mathemati-
cal, but it forms the base for image representation and low-level image
processing. After introducing both the continuous and discrete Fourier
transform in Sections 2.3.2 and 2.3.3, we will discuss all properties of
the Fourier transform that are of relevance to image processing in Sec-
tion 2.3.4. We will take advantage of the fact that we are dealing with
images, which makes it easy to illustrate some complex mathematical
relations.

2.3.2 One-Dimensional Fourier Transform

First, we will consider the one-dimensional Fourier transform.

Definition 2.1 (1-D FT) If g(x) : R 
→ C is a square integrable function,
that is,

∞∫
−∞

∣∣g(x)∣∣2
dx <∞, (2.17)

then the Fourier transform of g(x), ĝ(k) is given by

ĝ(k) =
∞∫
−∞
g(x) exp (−2π ikx)dx. (2.18)

The Fourier transform maps the vector space of square integrable func-
tions onto itself. The inverse Fourier transform of ĝ(k) results in the
original function g(x):

g(x) =
∞∫
−∞
ĝ(k) exp (2π ikx)dk. (2.19)

The Fourier transform can be written in a more compact form if the
abbreviation

w = e2π i (2.20)

is used and the integral is written as an inner product :

〈
g(x) |h(x)〉 =

∞∫
−∞
g∗(x)h(x)dx, (2.21)
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where * denotes the conjugate complex. Then

ĝ(k) =
〈

wkx
∣∣g(x)〉 . (2.22)

The function wt can be visualized as a vector that rotates anticlockwise
on the unit circle in the complex plane. The variable t gives the number
of revolutions.

Sometimes, it is also convenient to use an operator notation for the
Fourier transform:

ĝ = Fg and g = F−1ĝ. (2.23)

A function and its transform, a Fourier transform pair , is simply denoted
by g(x)◦ • ĝ(k).

For the discrete Fourier transform (DFT ), the wave number is now an
integer number that indicates how many wavelengths fit into the interval
with N elements.

Definition 2.2 (1-D DFT) The DFT maps an ordered N-tuple of complex
numbers gn, the complex-valued vector

g = [
g0, g1, . . . , gN−1

]T , (2.24)

onto another vector ĝ of a vector space with the same dimension N .

ĝv = 1
N

N−1∑
n=0

gn exp
(
−2π inv

N

)
, 0 ≤ v < N. (2.25)

The back transformation is given by

gn =
N−1∑
v=0

ĝv exp
(

2π inv
N

)
, 0 ≤ n < N. (2.26)

Why we use an asymmetric definition for the DFT here is explained in
Section 2.3.6.

Again it is useful to use a convenient abbreviation for the kernel of
the DFT; compare Eq. (2.20):

wN = w1/N = exp
(

2π i
N

)
. (2.27)

As the continuous Fourier transform, the DFT can be considered as
the inner product of the vector g with a set of N orthonormal basis
vectors

bv = 1√
N

[
w0
N,w

v
N,w

2v
N , . . . ,w

(N−1)v
N

]T
. (2.28)
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Figure 2.13: The first 9 basis functions of the DFT for N = 16; a real part (cosine
function), b imaginary part (sine function).

Then

ĝv = 1
N

N−1∑
n=0

w−nvN gn = 1√
N

〈
bv

∣∣g 〉 = 1√
N
bvTg. (2.29)

Note the second compact notation of the scalar product on the right-
hand side of the equation using the superscript T that includes to take
the complex conjugate of the first vector.

Equation (2.29) means that the coefficient ĝv in the Fourier space is
obtained by projecting the vector g onto the basis vector bv . The N
basis vectors bv are orthogonal to each other:

bvTbv′ = δv−v′ =
{

1 v = v′
0 otherwise.

(2.30)

Consequently, the set bv forms an orthonormal basis for the vector
space, which means that each vector of the vector space can be expressed
as a linear combination of the basis vectors of the Fourier space. The DFT
calculates the projections of the vector g onto all basis vectors directly,
i. e., the components of g in the direction of the basis vectors. In this
sense, the DFT is just a special type of coordinate transformation in
an M-dimensional vector space. Mathematically, the DFT differs from
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Table 2.1: Comparison of the continuous Fourier transform (FT), the Fourier
series (FS), the infinite discrete Fourier transform (IDFT), and the discrete Fourier
transform (DFT) in one dimension ( w = e2π i).

Type Forward transform Backward transform

FT: x,k ∈ R ĝ(k) =
∞∫
−∞
g(x)w−kxdx g(x) =

∞∫
−∞
ĝ(k)wkxdk

FS: x ∈ [0,∆x],
v ∈ Z ĝv = 1

∆x

∆x∫
0

g(x)w−vx/∆xdx g(x) =
∞∑

v=−∞
ĝvwvx/∆x

IDFT: n ∈ Z,
k ∈ [0,1/∆x] ĝ(k) =

∞∑
n=−∞

gnw−nk∆x gn = ∆x
1/∆x∫

0

ĝ(k)wnk∆xdk

DFT: n,v ∈ ZN ĝv = 1
N

N−1∑
n=0

gnw−vn
N gn =

N−1∑
v=0

ĝvwvnN

more familiar coordinate transformations such as rotation in a three-
dimensional vector space (Section 7.2.2) only because the vector space
is over the field of the complex instead of real numbers and has many
more dimensions.

The real and imaginary parts of the basis vectors are sampled sine
and cosine functions of different wavelengths (Fig. 2.13). The index v
denotes how often the wavelength of the function fits into the interval
[0,M]. The basis vector b0 is a constant real vector. The projection onto
this vector results in the mean of the elements of the vector gmultiplied
by
√
N .

Besides the continuous and discrete Fourier transforms there are two
other forms you may be familiar with: the Fourier series (FS ) that maps a
function in a finite interval [0,∆x] to an infinite series of coefficients and
the infinite discrete Fourier transform (IDFT ) that maps an infinite series
of complex numbers to a finite interval [0,1/∆x] in the Fourier space.
Therefore it is illustrative to compare the DFT with these transforms
(Table 2.1).

2.3.3 Multidimensional Fourier transform

The Fourier transform can easily be extended to multidimensional sig-
nals.

Definition 2.3 (Multidimensional FT) If g(x) : RW 
→ C is a square inte-
grable function, that is,

∞∫
−∞

∣∣g(x)∣∣2
dWx = 〈

g(x)
∣∣g(x)〉 = ∥∥g(x)∥∥2

2 <∞ (2.31)
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then the Fourier transform of g(x), ĝ(k) is given by

ĝ(k) =
∞∫
−∞
g(x) exp

(
−2π ikTx

)
dWx =

〈
wx

Tk ∣∣g(x)〉 (2.32)

and the inverse Fourier transform by

g(x) =
∞∫
−∞
ĝ(k) exp

(
2π ikTx

)
dWk =

〈
w−x

Tk ∣∣ĝ(k)〉 . (2.33)

The scalar product in the exponent of the kernelxTkmakes the kernel
of the Fourier transform separable, that is, it can be written as

wx
Tk =

W∏
p=1

wkpxp . (2.34)

The discrete Fourier transform is discussed here for two dimensions.
The extension to higher dimensions is straightforward.

Definition 2.4 (2-D DFT) The 2-D DFT maps complex-valued M ×N ma-
trices on complex-valued M ×N matrices:

ĝu,v = 1
MN

M−1∑
m=0

N−1∑
n=0

gm,n exp
(
−2π imu

M

)
exp

(
−2π inv

N

)
(2.35)

or

ĝu,v = 1
MN

M−1∑
m=0

⎛
⎝N−1∑
n=0

gm,nw−nvN

⎞
⎠ w−muM . (2.36)

In the second line, the abbreviation defined in Eq. (2.27) is used. As in
the one-dimensional case, the DFT expands a matrix into a set of NM
basis matrices which span the N ×M-dimensional vector space over the
field of complex numbers. The basis matrices are of the form

Bu,v︸ ︷︷ ︸
M×N

= 1√
MN

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

w0

wuM
w2u
M
...

w(M−1)u
M

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

[
w0,wvN,w

2v
N , . . . ,w

(N−1)v
N

]
. (2.37)

In this equation, the basis matrices are expressed as an outer product of
the column and the row vector that form the basis vectors of the one-
dimensional DFT (Eq. (2.28)). This reflects the separability of the kernel
of the 2-D DFT.
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Then the 2-D DFT can again be written as an inner product

ĝu,v = 1√
MN

〈
Bu,v |G

〉
, (2.38)

where the inner product of two complex-valued matrices is given by

〈G |H 〉 =
M−1∑
m=0

N−1∑
n=0

g∗m,nhm,n. (2.39)

The inverse 2-D DFT is given by

gmn =
M−1∑
u=0

N−1∑
v=0

ĝu,vwmuM wnvN = √MN
〈
B−m,−n

∣∣∣Ĝ〉
. (2.40)

2.3.4 Properties of the Fourier transform

In this section we discuss the basic properties of the continuous and dis-
crete Fourier transform. We point out those properties of the FT that are
most significant for image processing. Together with some basic Fourier
transform pairs (�R5), these general properties (�R4, �R7) form a pow-
erful framework with which further properties of the Fourier transform
and the transforms of many functions can be derived without much ef-
fort.

Periodicity of DFT. The kernel of the DFT in Eq. (2.25) shows a charac-
teristic periodicity

exp
(
−2π i(n+ lN)

N

)
= exp

(
−2π in
N

)
,w(n+lN)N = wnN, ∀ l ∈ Z. (2.41)

The definitions of the DFT restrict the spatial domain and the Fourier
domain to a finite number of values. If we do not care about this restric-
tion and calculate the forward and back transformation for all integer
numbers, we find from Eqs. (2.38) and (2.40) the same periodicities for
functions in the space and Fourier domain:

wave number domain ĝu+kM,v+lN = ĝu,v , ∀k, l ∈ Z,
space domain gm+kM,n+lN = gm,n, ∀k, l ∈ Z. (2.42)

These equations state a periodic replication in all directions in both
domains beyond the original definition range. The periodicity of the
DFT gives rise to an interesting geometric interpretation. In the one-
dimensional case, the border points gN−1 and gN = g0 are neighbor-
ing points. We can interpret this property geometrically by drawing the
points of the vector not on a finite line but on a circle, the so-called
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Figure 2.14: Geometric interpretation of the periodicity of the one- and two-
dimensional DFT with a the Fourier ring and b the Fourier torus.

Fourier ring (Fig. 2.14a). This representation has a deeper meaning when
we consider the Fourier transform as a special case of the z-transform
[150]. With two dimensions, a matrix is mapped onto a torus (Fig. 2.14b),
the Fourier torus.

Symmetries. Four types of symmetries are important for the Fourier
transform:

even g(−x) = g(x),
odd g(−x) = −g(x),
Hermitian g(−x) = g∗(x),
anti-Hermitian g(−x) = −g∗(x)

(2.43)

The symbol ∗ denotes the complex conjugate. The Hermitian symme-
try is of importance because the kernels of the FT Eq. (2.18) and DFT
Eq. (2.25) are Hermitian.

Any function g(x) can be split into its even and odd parts by

eg(x) = g(x)+ g(−x)
2

,

og(x) = g(x)− g(−x)
2

.
(2.44)

With this partition, the Fourier transform can be split into a cosine and
a sine transform:

ĝ(k) = 2

∞∫
0

eg(x) cos(2πkTx)dWx + 2i

∞∫
0

og(x) sin(2πkTx)dWx. (2.45)
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It follows that if a function is even or odd, its transform is also even or
odd. The full symmetry relations are:

real ◦ • Hermitian
imaginary ◦ • anti-Hermitian
Hermitian ◦ • real
anti-Hermitian ◦ • imaginary
even ◦ • even
odd ◦ • odd
real and even ◦ • real and even
real and odd ◦ • imaginary and odd
imaginary and even ◦ • imaginary and even
imaginary and odd ◦ • real and odd

(2.46)

The DFT shows the same symmetries as the FT (Eqs. (2.43) and (2.46)).
In the definition for even and odd functions g(−x) = ±g(x) only x
must be replaced by the corresponding indices: g−n = ±gn or g−m,−n =
±gm,n. Note that because of the periodicity of the DFT, these symmetry
relations can also be written as

g−m,−n = ±gm,n ≡ gM−m,N−n = ±gm,n (2.47)

for even (+ sign) and odd (− sign) functions. This is equivalent to shifting
the symmetry center from the origin to the point [M/2, N/2]T .

The study of symmetries is important for practical purposes. Care-
ful consideration of symmetry allows storage space to be saved and al-
gorithms to speed up. Such a case is real-valued images. Real-valued
images can be stored in half of the space as complex-valued images.
From the symmetry relation Eq. (2.46) we can conclude that real-valued
functions exhibit a Hermitian DFT:

gn = g∗n ◦ • ĝN−v = ĝ∗v ,
gmn = g∗mn ◦ • ĝM−u,N−v = ĝ∗uv. (2.48)

The complex-valued DFT of real-valued vectors is, therefore, completely
determined by the values in one half-space. The other half-space is ob-
tained by mirroring at the symmetry center [N/2]. Consequently, we
need the same amount of storage space for the DFT of a real vector as
for the vector itself, as only half of the complex spectrum needs to be
stored.

In two and higher dimensions, matters are slightly more complex.
Again, the Fourier transform of a real-valued image is determined com-
pletely by the values in one half-space, but there are many ways to select
the half-space. This means that only one component of the wave number
is limited to positive values.
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Figure 2.15: a Half-space as computed by an in-place Fourier transform algo-
rithm; the wave number zero is in the lower left corner; b FT with the missing
half appended and remapped so that the wave number zero is in the center.

The Fourier transform of a real M ×N image can be represented by
M rows and N/2 + 1 columns (Fig. 2.15) assuming that N is even. Un-
fortunately, N/2 + 1 columns are required, because the first (m = 0)
and last column (m = M/2) are symmetric to themselves according
to Eq. (2.48). Thus it appears impossible to overwrite a real image by
its complex Fourier transform because we need one more column. A
closer examination shows that it works nevertheless. The first and last
columns are real-valued because of symmetry reasons (ĝ0,N−v = ĝ∗0,v
and ĝM/2,N−v = ĝ∗M/2,v ). Therefore, the real part of column M/2 can be
stored in the imaginary part of column 0.

For real-valued image sequences, again we need only a half-space to
represent the spectrum. Physically, it makes the most sense to choose
the half-space that contains positive frequencies. In contrast to a single
image, we obtain the full wave-number space. Now we can identify the
spatially identical wave numbers k and −k as structures propagating in
opposite directions.

Separability. The kernel of the Fourier transform is separable (Eq. (2.34)).
Therefore, the transform of a separable function is also separable:

W∏
p=1

g(xp)◦ •
W∏
p=1

ĝ(kp). (2.49)

This property is essential to compute transforms of multidimensional
functions efficiently from 1-D transforms because many of them are sep-
arable.
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Similarity. The similarity theorem states how scaling of the coordinate
system influences the Fourier transform. In one dimension, a function
can only be scaled (x′ = ax). In multiple dimensions, the coordinate
system can be transformed in a more general way by an affine transform
(x′ = Ax), i. e., the new basis vectors are linear combinations of the old
basis vectors. A special case is the rotation of the coordinate system.

Theorem 2.1 (Similarity) Let a be a non-zero real number, A a real, in-
vertible matrix, andR an orthogonal matrix representing a rotation of the
coordinate system (R−1 = RT , detR = 1). Then the following similarity
relations hold:

Scalar g(ax) ◦ • 1
|a|W ĝ(k/a),

Affine transform g(Ax) ◦ • 1
detA

ĝ((AT )−1k),

Rotation g(Rx) ◦ • ĝ(Rk).

(2.50)

If a function is squeezed in the spatial domain, it is stretched in the
Fourier domain, and vice versa. A rotation of the coordinate system in
the spatial domain causes the identical rotation in the Fourier domain.

The above similarity theorems do not apply to the discrete Fourier
transform because an arbitrary scaling and rotation is not possible. A
stretching of a discrete function is only possible by an integer factor
K (upsampling) and the newly generated discrete points are filled with
zeros:

(g↑K)n =
{
gn/K n = 0, K,2K, . . . (N − 1)K)
0 otherwise.

(2.51)

Theorem 2.2 (Similarity, discrete) Letg be a complex-valued vector with
N elements and K ∈ N. Then the discrete Fourier transform of the up-
sampled vector g↑K with KN elements is given by

g↑K ◦ • 1
K
ĝ with ĝkN+v = ĝv . (2.52)

Upsampling by a factor K thus simply results in a K-fold replication
of the Fourier transform. Note that because of the periodicity of the
discrete Fourier transform discussed at the beginning of this section,
ĝkN+v = ĝv .

Shift. In Section 2.3.1 we discussed some properties of the basis images

of the Fourier space, the complex exponential functions exp
(
2π ikTx

)
. A

spatial shift of these functions causes a multiplication by a phase factor:

exp
(
2π i(x − x0)Tk

)
= exp

(
−2π ixT0k

)
exp

(
2π ikTx

)
. (2.53)
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As a direct consequence of the linearity of the Fourier transform, we can
formulate the following shift theorem:

Theorem 2.3 (Shift) If the function g(x) has the Fourier transform ĝ(k),
then g(x − x0) has the Fourier transforms exp(−2π ixT0k)ĝ(k).

Thus, a shift in the spatial domain does not change the Fourier transform
except for a wave number-dependent phase change −2πxT0k .

The shift theorem can also be applied in the Fourier domain. A shift
in the Fourier space, ĝ(k− k0), results in a signal in the spatial domain
that is modulated by a complex exponential with the wave number vector
k0: exp(2π ikT0x)g(x).

Convolution. Convolution is one of the most important operations for
signal processing. For a continuous signal it is defined by

(g ∗ h)(x) =
∞∫
−∞
h(x′)g(x − x′)dWx′. (2.54)

In signal processing, the function h(x) is normally zero except for a
small area around zero and is often denoted as the convolution mask.
Thus, the convolution with h(x) results in a new function g′(x) whose
values are a kind of weighted average of g(x) in a small neighborhood
around x. It changes the signal in a defined way, for example, makes it
smoother. Therefore it is also called a filter .

One- and two-dimensional discrete convolution are defined analo-
gous to Eq. (2.54) by

g′n =
N−1∑
n′=0

hn′gn−n′ , g′m,n =
M−1∑
m′=0

N−1∑
n′=0

hm′n′gm−m′,n−n′ (2.55)

The convolution theorem for the FT and DFT states:

Theorem 2.4 (Convolution) Ifg(x)(g,G) has the Fourier transforms ĝ(k)
(ĝ, Ĝ) and h(x), (h,H) has the Fourier transforms ĥ(k)(ĥ, Ĥ), then h∗
g(h∗ g,H ∗G) has the Fourier transforms ĥ(k)ĝ(k), (Nĥĝ,MNĤĜ):

FT: h(x)∗ g(x) ◦ • ĥ(k)ĝ(k),
1-D DFT: h∗ g ◦ • Nĥĝ,
2-D DFT: H ∗G ◦ • MNĤĜ.

(2.56)

Thus, convolution of two functions means multiplication of their
transforms. Likewise, convolution of two functions in the Fourier do-
main means multiplication in the space domain. The simplicity of con-
volution in the Fourier space stems from the fact that the base func-

tions of the Fourier domain, the complex exponentials exp
(
2π ikTx

)
,
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are joint eigenfunctions of all convolution operators. This means that
a convolution operator does not change these functions except for the
multiplication by a factor.

From the convolution theorem, the following properties are immedi-
ately evident. Convolution is

commutative h∗ g = g ∗ h,
associative h1 ∗ (h2 ∗ g) = (h1 ∗ h2)∗ g,
distributive over addition (h1 + h2)∗ g = h1 ∗ g + h2 ∗ g.

(2.57)

In order to grasp the importance of these properties of convolution,
we note that two operations that do not look so at first glance, are also
convolution operations: the shift operation and all derivative operators.

In both cases the Fourier transform is only multiplied by a complex
factor. For a shift operation this can be seen directly from the shift
theorem (Theorem 2.3). The convolution mask of a shift operator S is a
shifted δ distribution:

S(s)g(x) = δ(x − s)∗ g(x). (2.58)

For a partial derivative of a function in the spatial domain the differ-
entiation theorem states:

Theorem 2.5 (Differentiation) If g(x) is differentiable for all x and has
the Fourier transform ĝ(k), then the Fourier transform of the partial
derivative ∂g(x)/∂xp is 2π ikpĝ(k):

∂g(x)
∂xp

◦ • 2π ikpĝ(k). (2.59)

The differentiation theorem results directly from the definition of the
inverse Fourier transform in Eq. (2.33) by interchanging the partial deriv-
ative with the Fourier integral.

The inverse Fourier transform of 2π ik1, that is, the corresponding
convolution mask, is no longer an ordinary function (2π ik1 is not ab-
solutely integrable) but the derivative of the δ distribution:

2π ik ◦ • δ′(x) = dδ(x)
dx

= lim
a→0

d
dx

(
exp(−πx2/a2)

a

)
. (2.60)

Of course, the derivation of the δ distribution exists—as all properties
of distributions—only in the sense as a limit of a sequence of functions
as shown in the preceding equation.

With the knowledge of derivative and shift operators being convolu-
tion operators, we can use the properties summarized in Eq. (2.57) to
draw some important conclusions. As any convolution operator com-
mutes with the shift operator, convolution is a shift-invariant operation.
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Furthermore, we can first differentiate a signal and then perform a con-
volution operation or vice versa and obtain the same result. The proper-
ties in Eq. (2.57) are essential for an effective computation of convolution
operations.

Central-limit theorem. The central-limit theorem is mostly known for
its importance in the theory of probability [151]. However, it also plays
an important role for signal processing as it is a rigorous statement of the
tendency that cascaded convolution tends to approach Gaussian form
(∝ exp(−ax2)). Because the Fourier transform of the Gaussian is also a
Gaussian (�R6), this means that both the Fourier transform (the transfer
function) and the mask of a convolution approach Gaussian shape.

Thus the central-limit theorem is central to the unique role of the
Gaussian function for signal processing. The sufficient conditions under
which the central-limit theorem is valid can be formulated in different
ways. We use here the conditions from [151] and express the theorem
with respect to convolution.

Theorem 2.6 (Central-limit theorem) Given N functions hn(x) with a
zero mean

∫∞
−∞ xhn(x)dx and the variance σ 2

n =
∫∞
−∞ x2hn(x)dx with

z = x/σ , σ 2 =∑N
n=1 σ 2

n then

h = lim
N→∞

h1 ∗ h2 ∗ . . .∗ hN ∝ exp(−z2/2) (2.61)

provided that

lim
N→∞

N∑
n=1

σ 2
n →∞ (2.62)

and there exists a number α > 2 and a finite constant c such that

∞∫
−∞
xαhn(x)dx < c <∞ ∀n. (2.63)

The theorem is of great practical importance because — especially if
hn is smooth — the Gaussian shape is approximated sufficiently accu-
rately for values of N as low as 5.

Smoothness and compactness. The smoother a function is, the more
compact is its Fourier transform. This general rule can be formulated
more quantitatively if we express the smoothness by the number of
derivatives that are continuous and the compactness by the asymptotic
behavior for large values of k. Then we can state: If a function g(x) and
its first n−1 derivatives are continuous, its Fourier transform decreases
at least as rapidly as |k|−(n+1) for large k, that is, lim|k|→∞ |k|ng(k) = 0.

As simple examples we can take the box and triangle functions (see
next section). The box function is discontinuous (n = 0), its Fourier
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transform, the sinc function, decays with |k|−1. In contrast, the triangle
function is continuous, but its first derivative is discontinuous. There-
fore, its Fourier transform, the sinc2 function, decays steeper with |k|−2.
In order to include also impulsive functions (δ distributions) in this re-
lation, we note that the derivative of a discontinuous function becomes
impulsive. Therefore, we can state: If the nth derivative of a function
becomes impulsive, the function’s Fourier transform decays with |k|−n.

The relation between smoothness and compactness is an extension
of reciprocity between the spatial and Fourier domain. What is strongly
localized in one domain is widely extended in the other and vice versa.

Uncertainty relation. This general law of reciprocity finds another quan-
titative expression in the classical uncertainty relation or the bandwidth-
duration product . This theorem relates the mean square width of a func-
tion and its Fourier transform. The mean square width (∆x)2 is defined
as

(∆x)2 =

∞∫
−∞
x2

∣∣g(x)∣∣2
dx

∞∫
−∞

∣∣g(x)∣∣2
dx

−

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

∞∫
−∞
x

∣∣g(x)∣∣2
dx

∞∫
−∞

∣∣g(x)∣∣2
dx

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

2

. (2.64)

It is essentially the variance of
∣∣g(x)∣∣2

, a measure of the width of the
distribution of the “energy” of the signal. The uncertainty relation states:

Theorem 2.7 (Uncertainty relation) The product of the variance of∣∣g(x)∣∣2
, (∆x)2, and of the variance of

∣∣ĝ(k)∣∣2
, (∆k)2, cannot be smaller

than 1/4π :
∆x∆k ≥ 1/(4π). (2.65)

The relations between compactness and smoothness and the uncer-
tainty relation give some basic guidance for the design of linear filter
(convolution) operators.

2.3.5 Phase and Amplitude

As outlined above, the DFT can be regarded as a coordinate transfor-
mation in a finite-dimensional vector space. Therefore, the image infor-
mation is completely conserved. The inverse transform results in the
original image again.

In Fourier space, we observe the image from another “point of view”.
Each point in the Fourier domain contains two pieces of information: the
amplitude and the phase, i. e., relative position, of a periodic structure.
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Figure 2.16: Illustration of the importance of phase and amplitude in Fourier
space for the image content: a, b two original images; c composite image using
the phase from image b and the amplitude from image a; d composite image
using the phase from image a and the amplitude from image b.

Given this composition, we ask whether the phase or the amplitude con-
tains the more significant information on the structure in the image, or
whether both are of equal importance.

In order to answer this question, we perform a simple experiment.
Figure 2.16a, b shows two images. One shows Heidelberg University
buildings, the other several lines of printed text. Both images are Fourier
transformed and then the phase and amplitude are interchanged as il-
lustrated in Fig. 2.16c, d. The result of this interchange is surprising. It
is the phase that determines the content of an image for both images.
Both images look patchy but the significant information is preserved.

From this experiment, we can conclude that the phase of the Fourier
transform carries essential information about the image structure. The
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amplitude alone implies only that such a periodic structure is contained
in the image but not where. We can also illustrate this important fact
with the shift theorem (Theorem 2.3, p. 54 and �R7). A shift of an object
in the space domain leads to a shift of the phase in the wave number
domain only. The amplitude is not changed. If we do not know the
phase of its Fourier components, we know neither what the object looks
like nor where it is located.

It becomes obvious also that the power spectrum, i. e., the squared
amplitude of the Fourier components (see also Section 3.5.3), contains
only very little information, since all the phase information is lost. If a
gray value can be associated with the amplitude of a physical process, say
a harmonic oscillation, then the power spectrum gives the distribution
of the energy in the wave number domain.

2.3.6 Alternative Definitions

In the literature several variations of the Fourier transform exist, which can lead
to a lot of confusions and errors. This has to do with the definition of the wave
number. The definition of the wave number as a reciprocal wavelength k = 1/λ
is the most useful for signal processing, because k directly gives the number
of wavelengths per unit length. In physics and electrical engineering, however,
a definition including the factor 2π is more common: k̆ = 2π/λ. With this
notation, two forms of the Fourier transform can be defined: the asymmetric
form

ĝ(k̆) =
〈

exp(ik̆x)
∣∣g(x)〉 , g(x) = 1

2π

〈
exp(−ik̆x)

∣∣∣ĝ(k̆)〉 (2.66)

and the symmetric form

ĝ(k̆) = 1√
2π

〈
exp(ik̆x)

∣∣g(x)〉 , g(x) = 1√
2π

〈
exp(−ik̆x)

∣∣∣ĝ(k̆)〉 . (2.67)

Because all three versions of the Fourier transform are in common use, it is likely
that wrong factors in Fourier transform pairs will be obtained. The rules for
conversion of Fourier transform pairs between the three versions can directly
be inferred from the definitions and are summarized here:

k = 1/λ, Eq. (2.22) g(x) ◦ • ĝ(k)
k̆ = 2π/λ, Eq. (2.66) g(x) ◦ • ĝ(k̆/2π)
k̆ = 2π/λ, Eq. (2.67) g(x) ◦ • ĝ(k̆/

√
2π)/

√
2π.

(2.68)

2.3.7 Practical Application of the DFT

Units. For a practical application of the DFT, it is important to consider the
various factors that can be used in the definition of the DFT and to give them
a clear meaning. Besides the definition in Eq. (2.29) two others are commonly
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used:

(a) ĝv = 1√
N

N−1∑
n=0

w−nv
N gn • ◦ gn = 1√

N

N−1∑
n=0

wnvN ĝv ,

(b) ĝv = 1
N

N−1∑
n=0

w−nv
N gn • ◦ gn =

N−1∑
n=0

wnvN ĝv ,

(c) ĝv =
N−1∑
n=0

w−nv
N gn • ◦ gn = 1

N

N−1∑
n=0

wnvN ĝv .

(2.69)

Mathematically spoken, the symmetric definition (a) is the most elegant because
it uses in both directions the scalar product with the orthonormal base vectors
in Eqs. (2.28) and (2.29). In practice, definition (b) is used most often, because
ĝ0 gives the mean value of the vector in the spatial domain, independent of its
length:

ĝ0 = 1
N

N−1∑
n=0

w−n0
N gn = 1

N

N−1∑
n=0

gn. (2.70)

Therefore we will use definition (b) almost everywhere in this book.

In practice it is important to know which spatial or temporal intervals have been
used to sample the discrete signals. Only then is it possible to compare DFTs
correctly that have been sampled with different intervals. The relation can be
seen most easily if we approximate the Fourier integral in Eq. (2.18) by a sum
and sample the values in the spatial and temporal domain using x = n∆x,
k = v∆k and ∆x∆k = 1/N :

ĝ(v∆k) =
∞∫
−∞
g(x) exp (−2π iv∆kx)dx

≈
N−1∑
n=0

gn exp (−2π inv∆x∆k)∆x

= N∆x
1
N

N−1∑
n=0

gn exp
(
−2π inv

N

)
= N∆xĝv.

(2.71)

These equations state that the Fourier transform gv computed with the DFT
must be multiplied by the factor N∆x = 1/∆k in order to relate it to a unit
interval of the wave number. Without this scaling, the Fourier transform is
related to the interval ∆k = 1/(N∆x) and thus differs for signals sampled with
different rates.

For 2-D and higher-dimensional signals corresponding relations are valid:

ĝ(v∆k1, u∆k2) ≈ N∆xM∆yĝuv = 1
∆k1∆k2

ĝuv . (2.72)

The same scaling must be applied to the squared signals (energy) and not the
squared factors from Eq. (2.71). This result follows from the Rayleigh theorem
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Figure 2.17: Partition of the Fourier domain into a Cartesian and b logarithmic-
polar intervals.

for continuous and discrete signals (�R4, �R7):

Continuous:

∞∫
−∞

∣∣g(x)∣∣2
dx =

∞∫
−∞

∣∣ĝ(k)∣∣2
dk,≈

N−1∑
v=0

∣∣ĝ(v∆k)∣∣2∆k

Discrete:
1
N

N−1∑
n=0

∣∣gn∣∣2 =
N−1∑
v=0

∣∣ĝv∣∣2 .

(2.73)

The Rayleigh theorem says that the signal energy can either be integrated in the
spatial or the Fourier domain. For discrete Signals this means that the average
energy is either given by averaging the squared signal in the spatial domain
or by summing up the squared magnitude of the signal in the Fourier domain
(if we use definition (b) of the DFT in Eq. (2.69)). From the approximation of
the integral over the squared magnitude in the Fourier domain by a sum in
Eq. (2.73), we can conclude that

∣∣ĝ(v∆k)∣∣2 ≈ ∣∣ĝv∣∣2 /∆k. The units of the thus
scaled squared magnitudes in the Fourier space are ·/m−1 or ·/Hz for time
series, where · stands for the units of the squared signal.

Dynamic Range. While in most cases it is sufficient to represent an image
with 256 quantization levels, i. e., one byte per pixel, the Fourier transform
of an image needs a much larger dynamical range. Typically, we observe a
strong decrease of the Fourier components with the magnitude of the wave
number (Fig. 2.15). Consequently, at least 16-bit integers or 32-bit floating-point
numbers are necessary to represent an image in the Fourier domain without
significant rounding errors.

The reason for this behavior is not the insignificance of high wave numbers in
images. If we simply omit them, we blur the image. The decrease is caused
by the fact that the relative resolution is increasing. It is natural to think of
relative resolutions, because we are better able to distinguish relative distance
differences than absolute ones. We can, for example, easily see the difference of
10 cm in 1 m, but not in 1 km. If we apply this concept to the Fourier domain, it
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a

b

Figure 2.18: Representation of the Fourier transformed image in Fig. 2.7 in a
Cartesian and b logarithmic polar coordinates. Shown is the power spectrum
|Ĝuv |2) multiplied by k2. The gray scale is logarithmic and covers 6 decades (see
also Fig. 2.15).

seems to be more natural to represent the images in a so-called log-polar coordi-
nate system as illustrated in Fig. 2.17. A discrete grid in this coordinate system
separates the space into angular and lnk intervals. Thus the cell area is propor-
tional to k2. To account for this increase of the area, the Fourier components
need to be multiplied by k2 in this representation:

∞∫
−∞
|ĝ(k)|2dk1dk2 =

∞∫
−∞
k2|ĝ(k)|2d lnkdϕ. (2.74)

If we assume that the power spectrum |ĝ(k)|2 is flat in the natural log-polar
coordinate system, it will decrease with k−2 in Cartesian coordinates.

For a display of power spectra, it is common to take the logarithm of the gray
values in order to compress the high dynamic range. The discussion of log-polar
coordinate systems suggests that multiplication by k2 is a valuable alternative.
Likewise, representation in a log-polar coordinate system allows a much better
evaluation of the directions of the spatial structures and the smaller scales
(Fig. 2.18).
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2.4 Discrete Unitary Transforms

2.4.1 General Properties

In Sections 2.3.1 and 2.3.2, we learnt that the discrete Fourier transform can
be regarded as a linear transformation in a vector space. Thus it is only an
example of a large class of transformations, called unitary transforms. In this
section, we discuss some of their general features that will be of help for a
deeper insight into image processing. Furthermore, we give examples of other
unitary transforms, which have gained importance in digital image processing.

Unitary transforms are defined for vector spaces over the field of complex num-
bers, for which an inner product is defined. Both the FT in Eq. (2.22) and DFT
in Eq. (2.29) basically compute scalar products.

The basic theorem about unitary transform states:

Theorem 2.8 (Unitary transform) Let V be a finite-dimensional inner product
vector space. Let U be a one-to-one linear transformation of V onto itself. Then
the following are equivalent:

1. U is unitary.

2. U preserves the inner product, i. e.,
〈
g |h〉 = 〈

Ug |Uh〉
, ∀g,h ∈ V .

3. The inverse of U , U−1, is the adjoint of U : UUT = I.
4. The row vectors (and column vectors) of U form an orthonormal basis of the

vector space V .

In this theorem, the most important properties of a unitary transform are al-
ready related to each other: a unitary transform preserves the inner product.
This implies that another important property, the norm, is also preserved:

‖g‖2 =
〈
g

∣∣g 〉1/2 = 〈
Ug

∣∣Ug 〉1/2 . (2.75)

It is appropriate to think of the norm as the length or magnitude of the vector.
Rotation in R2 or R3 is an example of a transform where the preservation of the
length of the vectors is obvious (compare also the discussion of homogeneous
coordinates in Section 7.7).

The product of two unitary transforms, U1U2, is unitary. As the identity op-
erator I is unitary, as is the inverse of a unitary operator, the set of all unitary
transforms on an inner product space is a group under the operation of com-
position. In practice, this means that we can compose/decompose complex
unitary transforms from/into simpler or elementary transforms.

We will illustrate some of the properties of unitary transforms discussed with
the discrete Fourier transform. First we consider the one-dimensional DFT in
symmetric definition Eq. (2.69):

ĝv = 1√
N

N−1∑
n=0

gnw−nv
M .

This equation can be regarded as a multiplication of the N ×N matrix WN

(WN)nv = w−nv
N
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with the vector g:

ĝ = 1√
N
WN g. (2.76)

Explicitly, the DFT for an 8-dimensional vector is given by⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ĝ0

ĝ1

ĝ2

ĝ3

ĝ4

ĝ5

ĝ6

ĝ7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 1√

8

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w0
8 w0

8 w0
8 w0

8 w0
8 w0

8 w0
8 w0

8

w0
8 w7

8 w6
8 w5

8 w4
8 w3

8 w2
8 w1

8

w0
8 w6

8 w4
8 w2

8 w0
8 w6

8 w4
8 w2

8

w0
8 w5

8 w2
8 w7

8 w4
8 w1

8 w6
8 w3

8

w0
8 w4

8 w0
8 w4

8 w0
8 w4

8 w0
8 w4

8

w0
8 w3

8 w6
8 w1

8 w4
8 w7

8 w2
8 w5

8

w0
8 w2

8 w4
8 w6

8 w0
8 w2

8 w4
8 w6

8

w0
8 w1

8 w2
8 w3

8 w4
8 w5

8 w6
8 w7

8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

g0

g1

g2

g3

g4

g5

g6

g7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

We made use of the periodicity of the kernel of the DFT Eq. (2.41) to limit the
exponents of W between 0 and 7. The transformation matrix for the DFT is
symmetric (W =WT ); WT∗ is the back transformation.

For the two-dimensional DFT, we can write similar equations if we map the
M ×N matrix onto anMN-dimensional vector. There is a simpler way, however,
if we make use of the separability of the kernel of the DFT as expressed in
Eq. (2.38). Using the M ×M matrix WM and the N ×N matrix WN analogously
to the one-dimensional case, we can write Eq. (2.76) as

ĝuv = 1√
MN

M−1∑
m=0

N−1∑
n=0

gmn(WM)mu(WN)nv, (2.77)

or, in matrix notation,

Ĝ︸︷︷︸
M×N

= 1√
MN

WM
T︸ ︷︷ ︸

M×M
G︸︷︷︸
M×N

WN︸ ︷︷ ︸
N×N

= 1√
MN

WM GWN. (2.78)

Physicists will be reminded of the theoretical foundations of quantum mechan-
ics which are formulated in an inner product vector space of infinite dimension,
the Hilbert space. In digital image processing, the difficulties associated with
infinite-dimensional vector spaces can be avoided.

After discussing the general features, some illustrative examples of unitary
transforms will be given. However, none of these transforms is as important as
the Fourier transform in signal and image processing.

2.4.2 Cosine, Sine, and Hartley Transforms

It is often inconvenient that the discrete Fourier transform maps real-valued to
complex-valued images. We can derive a real transformation if we decompose
the complex DFT into its real and imaginary parts:

(WN)nv = cos
(
−2πnv

N

)
+ i sin

(
−2πnv

N

)
. (2.79)

Neither the cosine nor the sine part is useful as a transformation kernel, since
these functions do not form a complete basis of the vector space. The cosine
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Figure 2.19: Base functions of one-dimensional unitary transforms for N = 8: a
cosine transform, b sine transform, and c Hartley transform.

and sine functions only span the subspaces of the even and odd functions,
respectively.

This problem can be solved by limiting the cosine transform and the sine trans-
form to the positive half space in the spatial and Fourier domains. Then sym-
metry properties play no role and the two transforms are defined as

cĝ(k) =
∞∫
0

g(x)
√

2 cos(2πkx)dx • ◦ g(x) =
∞∫
0

cĝ(k)
√

2 cos(2πkx)dk

sĝ(k) =
∞∫
0

g(x)
√

2 sin(2πkx)dx • ◦ g(x) =
∞∫
0

s ĝ(k)
√

2 sin(2πkx)dk.

(2.80)

For the corresponding discrete transforms, adding trigonometric functions with
half-integer wavelengths can generate base vectors with the missing symmetry.
This is equivalent to doubling the base wavelength. Consequently, the kernels
for the cosine and sine transforms in an N-dimensional vector space are

cnv =
√

2
N

cos
(
πnv
N

)
, snv =

√
2

N + 1
sin

(
π(n+ 1)(v + 1)

N + 1

)
. (2.81)

Figure 2.19a, b shows the base functions of the 1-D cosine and sine functions.
From the graphs, it is easy to imagine that all the base functions are orthogonal
to each other. Because of the doubling of the periods, both transforms now con-
tain even and odd functions. The base functions with half-integer wavelengths
fill in the functions with the originally missing symmetry.

The cosine transform has gained importance for image data compression [99].
It is included in the standard compression algorithm proposed by the Joint
Photographic Experts Group (JPEG).

The Hartley transform (HT ) is a much more elegant solution than the cosine
and sine transforms for a transform that avoids complex numbers. By adding
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the cosine and sine function, we get an asymmetric kernel

cas 2πkx = cos(2πkx)+ sin(2πkx) = √2 cos(2π(kx − 1/8)) (2.82)

that is suitable for a transform over the whole space domain:

hĝ(k) =
∞∫
−∞
g(x) cas(2πkx)dx • ◦ g(x) =

∞∫
−∞

hĝ(k) cas(2πkx)dk. (2.83)

The corresponding discrete Hartley transform (DHT ) is defined as:

hĝv = 1√
N

N−1∑
n=0

gn cas(2πnv/N) • ◦ gn = 1√
N

N−1∑
n=0

hĝv cas(2πnv/N). (2.84)

The base vectors for N = 8 are shown in Fig. 2.19c. Despite all elegance of the
Hartley transform for real-valued signals, it shows a number of disadvantages
in comparison to the Fourier transform. Especially the simple shift theorem
of the Fourier transform (Theorem 2.3, p. 54) is no longer valid. A shift rather
causes base functions with positive and negative wave numbers to be combined
with each other:

g(x − x0) ◦ • hĝ(k) cos(2πkx0)+ hĝ(−k) sin(2πkx0),
gn−n′ ◦ • hĝv cos(2πn′v/N)+ hĝN−v sin(2πn′v/N). (2.85)

Similar complications arise with the convolution theorem for the Hartley trans-
form (�R8).

2.4.3 Hadamard Transform

The base functions of the Hadamard transform are orthogonal binary patterns
(Fig. 2.20a). Some of these patterns are regular rectangular waves, others are
not. The Hadamard transform is computationally efficient, because its kernel
contains only the figures 1 and –1. Thus only additions and subtractions are
necessary to compute the transform.

2.4.4 Haar Transform

The base vectors of all the transforms considered so far are characterized by
the fact that the base functions spread out over the whole vector or image.
In this sense we denote these transforms as global. All locality is lost. If we
have, for example, two independent objects in our image, then they will be
simultaneously decomposed into these global patterns and will no longer be
recognizable as two individual objects in the transform.

The Haar transform is an example of a unitary transform which partly preserves
local information, since its base functions are pairs of impulses which are non-
zero only at the position of the impulse (Fig. 2.20a). With the Haar transform
the position resolution is better for smaller structures. As with the Hadamard
transform, the Haar transform is computationally efficient. Its kernel only in-
cludes the figures −1, 0, and 1.
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Figure 2.20: First 8 base functions of one-dimensional unitary transforms for
N = 16: a Hadamard transform and b Haar transform.

2.5 Fast Algorithms for Unitary Transforms

2.5.1 Importance of Fast Algorithms

Without an effective algorithm to calculate the discrete Fourier transform, it
would not be possible to use the Fourier transform in image processing. Applied
directly, Eq. (2.38) is prohibitively expensive. Each point in the transformed im-
age requires N2 complex multiplications and N2 − 1 complex additions (not
counting the calculation of the cosine and sine functions in the kernel). In total,
we need N4 complex multiplications and N2(N2 − 1) complex additions. This
adds up to about 8N4 floating point operations. For a 512× 512 image, this re-
sults in 5×1011 operations. A 2-GHz PentiumIV processor on a PC delivers about
500 MFLOPs (million floating point operations per second) if programmed in a
high-level language with an optimizing compiler. A single DFT of a 512× 512
image with 5× 1011 operations would require about 1,000 s or 0.3 h, much too
slow to be of any relevance for practical applications. Thus, the urgent need
arises to minimize the number of computations by finding a suitable algorithm.
This is an important topic in computer science. To find one we must study the
inner structure of the given task, its computational complexity , and try to find
out how it may be solved with the minimum number of operations.

As an intuitive example, consider the following simple search problem. A friend
lives in a high-rise building with N floors. We want to find out on which floor
his apartment is located. Our questions will only be answered with yes or no.
How many questions must we pose to find out where he lives? The simplest and
most straightforward approach is to ask “Do you live on floor n?”. In the best
case, our initial guess is right, but it is more likely to be wrong so that the same
question has to be asked with other floor numbers again and again. In the worst
case, we must ask exactly N − 1 questions, in the mean N/2 questions. With
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Figure 2.21: Decomposition of a vector into two vectors containing the even and
odd sampling points.

each question, we can only rule out one out of N possibilities, a quite inefficient
approach.

With the question “Do you live in the top half of the building?”, however, we
can rule out half of the possibilities with just one question. After the answer,
we know that he either lives in the top or bottom half, and can continue our
questioning in the same manner by splitting up the remaining possibilities into
two halves. With this strategy, we need far fewer questions. If the number of
floors is a power of two, say 2l, we need exactly l questions. Thus for N floors,
we need ldN questions, where ld denotes the logarithm to the base of two.
The strategy applied recursively here for a more efficient solution to the search
problem is called divide and conquer .

One measure of the computational complexity of a problem withN components
is the largest power of N that occurs in the count of operations necessary to
solve it. This approximation is useful, since the largest power in N dominates
the number of operations necessary for large N . We speak of a zero-order
problem O(N0) if the number of operations does not depend on its size and
a linear-order problem O(N) if the number of computations increases linearly
with the size. Likewise for solutions. The straightforward solution of the search
problem discussed in the previous example is a solution of order N , O(N), the
divide-and-conquer strategy is one of O(ldN).

2.5.2 The 1-D Radix-2 FFT Algorithms

First we consider fast algorithms for the one-dimensional DFT, commonly ab-
breviated as FFT algorithms for fast Fourier transform. We assume that the
dimension of the vector is a power of two, N = 2l. As the direct solution ac-
cording to Eq. (2.29) is O(N2) it seems useful to use the divide-and-conquer
strategy. If we can split the transformation into two parts with vectors the size
of N/2, we reduce the number of operations from N2 to 2(N/2)2 = N2/2. This
procedure can be applied recursively ldN times, until we obtain a vector of size
1, whose DFT is trivial because nothing at all has to be done. Of course, this
procedure only works if the partitioning is possible and the number of addi-
tional operations to put the split transforms together is not of a higher order
than O(N).
The result of the recursive partitioning is interesting. We do not have to perform
a DFT at all. The whole algorithm to compute the DFT has been shifted over to
the recursive composition stages. If these compositions are of the order O(N),
the computation of the DFT totals to O(N ldN) since ldN compositions have
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to be performed. In comparison to the direct solution of the order O(N2), this
is a tremendous saving in the number of operations. For N = 210 = 1024, the
number is reduced by a factor of about 100.

We part the vector into two vectors by choosing the even and odd elements
separately (Fig. 2.21):

ĝv =
N−1∑
n=0

gn exp
(
− 2π inv

N

)

=
N/2−1∑
n=0

g2n exp
(
− 2π i2nv

N

)
+
N/2−1∑
n=0

g2n+1 exp
(
− 2π i(2n+1)v

N

)

=
N/2−1∑
n=0

g2n exp
(
− 2π inv

N/2

)
+ exp

(
− 2π iv

N

)N/2−1∑
n=0

g2n+1 exp
(
− 2π inv

N/2

)
.

(2.86)

Both sums constitute a DFT with N′ = N/2. The second sum is multiplied by
a phase factor which depends only on the wave number v . This phase factor
results from the shift theorem, since the odd elements are shifted one place to
the left.

As an example, we take the base vector with v = 1 and N = 8 (Fig. 2.21). Taking
the odd sampling points, the function shows a phase shift of π/4. This phase
shift is exactly compensated by the phase factor in Eq. (2.86):

exp(−2π iv/N) = exp(−π i/4).

The operations necessary to combine the partial Fourier transforms are just one
complex multiplication and addition, i. e., O(N1). Some more detailed consid-
erations are necessary, however, since the DFT over the half-sized vectors only
yields N/2 values. In order to see how the composition of the N values works,
we study the values for v from 0 to N/2− 1 and N/2 to N − 1 separately. The
partial transformations over the even and odd sampling points are abbreviated
by eĝv and oĝv , respectively. For the first part, we can just take the partitioning
as expressed in Eq. (2.86). For the second part, v′ = v + N/2, only the phase
factor changes. The addition of N/2 results in a change of sign:

exp
(
−2π i(v +N/2)

N

)
= − exp

(
−2π iv
N

)
or w−(v+N/2)

N = −w−v
N .

Making use of this symmetry we can write

ĝv = eĝv +w−v
N

oĝv

ĝv+N/2 = eĝv −w−v
N

oĝv .

⎫⎬
⎭ 0 ≤ v < N/2. (2.87)

The Fourier transforms for the indices v and v + N/2 only differ by the sign
of the second term. Thus for the composition of two terms we only need one
complex multiplication. The partitioning is now applied recursively. The two
transformations of theN/2-dimensional vectors are parted again into two trans-
formations each. We obtain similar expressions as in Eq. (2.86) with the only
difference being that the phase factor has doubled to exp[−(2π iv)/(N/2)]. The
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Figure 2.22: Signal flow diagram of the radix-2 decimation-in-time Fourier trans-
form algorithm for N = 8; for further explanation, see text.

even and odd parts of the even vector contain the points {0,4,8, · · · , N/2− 4}
and {2,6,10, · · · , N/2− 2}, respectively.

In the last step, we decompose a vector with two elements into two vectors with
one element. As the DFT of a single-element vector is an identical operation
Eq. (2.29), no further calculations are necessary.

After the decomposition is complete, we can use Eq. (2.87) recursively with
appropriate phase factors to compose the original vector step by step in the in-
verse order. In the first step, we compose vectors with just two elements. Thus
we only need the phase factor for v = 0 which is equal to one. Consequently,
the first composition step has a very simple form:

ĝ0 = g0 + g1

ĝ0+N/2 = ĝ1 = g0 − g1.
(2.88)

The algorithm we have discussed is called a decimation-in-time FFT algorithm,
as the signal is decimated in the space domain. All steps of the FFT algorithm
are shown in the signal flow diagram in Fig. 2.22 for N = 8. The left half of
the diagram shows the decimation steps. The first column contains the original
vector, the second the result of the first decomposition step into two vectors.
The vectors with the even and odd elements are put in the lower and upper
halves, respectively. This decomposition is continued until we obtain vectors
with one element.

As a result of the decomposition, the elements of the vectors are arranged in a
new order. That is all that is performed in the decomposition steps. No com-
putations are required. We can easily understand the new ordering scheme if
we represent the indices of the vector with dual numbers. In the first decom-
position step we order the elements according to the least significant bit, first
the even elements (least significant bit is zero), then the odd elements (least
significant bit is one). With each further decomposition step, the bit that gov-
erns the sorting is shifted one place to the left. In the end, we obtain a sorting
in which the ordering of the bits is completely reversed. The element with the
index 1 = 0012, for example, will be at the position 4 = 1002, and vice versa.
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Figure 2.23: Signal flow path for the calculation of ĝ0 and ĝ4 with the decimation-
in-time FFT algorithm for an 8-dimensional vector.

Consequently, the chain of decomposition steps can be performed with one op-
eration by interchanging the elements at the normal and bit-reversed positions.
This reordering is known as bit reversal .

Further steps on the right side of the signal flow diagram show the stepwise com-
position to vectors of double the size. The composition to the 2-dimensional
vectors is given by Eq. (2.88). The operations are pictured with arrows and
points having the following meaning: points represent a figure, an element of
the vector. These points are called the nodes of the signal flow graph. The
arrows transfer the figure from one point to another. During the transfer the
figure is multiplied by the factor written close to the arrow. If the associated
factor is missing, no multiplication takes place. A value of a knot is the sum of
the values transferred from the previous level.

The elementary operation of the FFT algorithm involves only two knots. The
lower knot is multiplied with a phase factor. The sum and difference of the two
values are then transferred to the upper and lower knot, respectively. Because
of the crossover of the signal paths, this operation is denoted as a butterfly
operation.

We gain further insight into the FFT algorithm if we trace back the calculation
of a single element. Figure 2.23 shows the signal paths for ĝ0 and ĝ4. For each
level we go back the number of knots contributing to the calculation doubles.
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In the last stage all the elements are involved. The signal path for ĝ0 and ĝ4 are
identical but for the last stage, thus nicely demonstrating the efficiency of the
FFT algorithm.

All phase factors in the signal path for ĝ0 are one. As expected from Eq. (2.29),
ĝ0 contains the sum of all the elements of the vector g,

ĝ0 = [(g0 + g4)+ (g2 + g6)]+ [(g1 + g5)+ (g3 + g7)],

while in the last stage for ĝ4 the addition is replaced by a subtraction

ĝ4 = [(g0 + g4)+ (g2 + g6)]− [(g1 + g5)+ (g3 + g7)].

In Section 2.4, we learnt that the DFT is an example of a unitary transform which
is generally performed by multiplying a unitary matrix with the vector. What
does the FFT algorithm mean in this context? The signal flow graph in Fig. 2.22
shows that the vector is transformed in several steps. Consequently, the unitary
transformation matrix is broken up into several partial transformation matrices
that are applied one after the other.

If we take the algorithm for N = 8 as shown in Fig. 2.22, the unitary matrix is
split up into three simpler transformations with sparse unitary transformations:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ĝ0

ĝ1

ĝ2

ĝ3

ĝ4

ĝ5

ĝ6

ĝ7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 1 0 0 0
0 1 0 0 0 w−1 0 0
0 0 1 0 0 0 w−2 0
0 0 0 1 0 0 0 w−3

1 0 0 0 –1 0 0 0
0 1 0 0 0 −w−1 0 0
0 0 1 0 0 0 −w−2 0
0 0 0 1 0 0 0 −w−3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 1 0 0 0 0 0
0 1 0 i 0 0 0 0
1 0 –1 0 0 0 0 0
0 1 0 –i 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 i
0 0 0 0 1 0 –1 0
0 0 0 0 0 1 0 –i

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 1 0 0 0
1 0 0 0 –1 0 0 0
0 0 1 0 0 0 1 0
0 0 1 0 0 0 –1 0
0 1 0 0 0 1 0 0
0 1 0 0 0 –1 0 0
0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 –1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

g0

g1

g2

g3

g4

g5

g6

g7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

The reader can verify that these transformation matrices reflect all the proper-
ties of a single level of the FFT algorithm. The matrix decomposition emphasizes
that the FFT algorithm can also be considered as a clever method to decompose
the unitary transformation matrix into sparse partial unitary transforms.

2.5.3 Measures for Fast Algorithms

According to the number of arithmetic operations required, there are many
other fast Fourier transform algorithms which are still more effective. Most of
them are based on polynomial algebra and number theory. An in-depth discus-
sion of these algorithms is given by Blahut [12]. However, the mere number
of arithmetic operations is not the only measure for an efficient algorithm. We
must also consider a number of other factors.



2.5 Fast Algorithms for Unitary Transforms 73

Access to the data requires additional operations. Consider the simple example
of the addition of two vectors. There, besides addition, the following operations
are performed: the addresses of the appropriate elements must be calculated;
the two elements are read into registers, and the result of these additions is
written back to the memory. Depending on the architecture of the hardware
used, these five operations constitute a significant overhead which may take
much more time than the addition itself. Consequently, an algorithm with a
complicated scheme to access the elements of a vector might add a considerable
overhead to the arithmetic operations. In effect, a simpler algorithm with more
arithmetic operations but less overhead to compute addresses may be faster.

Another factor for rating algorithms is the amount of storage space needed.
This not only includes the space for the code but also storage space required
for intermediate results or tables for constants. For example, a so-called in-
place FFT algorithm, which can perform the Fourier transform on an image
without using an intermediate storage area for the image, is very advantageous.
Often there is a trade-off between storage space and speed. Many integer FFT
algorithms, for example, precalculate the complex phase factors wvN and store
them in statically allocated tables.

To a large extent the efficiency of algorithms depends on the computer architec-
ture used to implement them. If multiplication is performed either in software
or by a microcoded instruction, it is much slower than addition or memory
access. In this case, the aim of fast algorithms is to reduce the number of
multiplications even at the cost of more additions or a more complex memory
access. Such a strategy makes no sense on some modern high-speed architec-
tures where pipelined floating-point addition and multiplication take just one
clock cycle. The faster the operations on the processor, the more the memory
access becomes the bottleneck. Fast algorithms must now consider effective
memory access schemes. It is crucial that as many computations as possible
can be performed with one and the same set of data. In this way, these data can
be kept in a fast intermediate storage area, known as the memory cache, and
no direct access to the much slower general memory (RAM) is required.

After this detailed discussion of the algorithm, we can now estimate the number
of operations necessary. At each stage of the composition, N/2 complex mul-
tiplications and N complex additions are carried out. In total we need N/2 ldN
complex multiplications andN ldN complex additions. A deeper analysis shows
that we can save even more multiplications. In the first two composition steps
only trivial multiplications by 1 or i occur (compare Fig. 2.22). For further steps
the number of trivial multiplications decreases by a factor of two. If our algo-
rithm could avoid all the trivial multiplications, the number of multiplications
would be reduced to (N/2)(ldN − 3).

The FFT algorithm is a classic example of a fast algorithm. The computational
savings are enormous. For a 512-element vector, only 1536 instead of 262 144
complex multiplications are needed compared to the direct calculation accord-
ing to Eq. (2.29). The number of multiplications has been reduced by a factor
170. Using the FFT algorithm, the discrete Fourier transform can no longer be
regarded as a computationally expensive operation, since only a few operations
are necessary per element of the vector. For a vector with 512 elements, only
3 complex multiplications and 8 complex additions, corresponding to 12 real
multiplications and 24 real additions, need to be computed per pixel.
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2.5.4 Radix-4 Decimation-in-Time FFT

Having worked out one fast algorithm, we still do not know whether the algo-
rithm is optimal or if even more efficient algorithms can be found. Actually, we
have applied only one special case of the divide-and-conquer strategy. Instead
of parting the vector into two pieces, we could have chosen any other partition,
say P Q-dimensional vectors, if N = PQ. This type of algorithms is called a
Cooley-Tukey algorithm [12].

Another partition often used is the radix-4 FFT algorithm. We can decompose
a vector into four components:

ĝv =
N/4−1∑
n=0

g4nw−4nv
N +w−v

N

N/4−1∑
n=0

g4n+1w−4nv
N

+ w−2v
N

N/4−1∑
n=0

g4n+2w−4nv
N +w−3v

N

N/4−1∑
n=0

g4n+3w−4nv
N .

For simpler equations, we will use similar abbreviations as for the radix-2 algo-
rithm and denote the partial transformations by 0ĝ, · · · ,3 ĝ. Making use of the
symmetry of wvN , the transformations into quarters of each of the vectors are
given by

ĝv = 0ĝv +w−v
N

1ĝv +w−2v
N

2ĝv +w−3v
N

3ĝv
ĝv+N/4 = 0ĝv − iw−v

N
1ĝv −w−2v

N
2ĝu + iw−3v

N
3ĝv

ĝv+N/2 = 0ĝv −w−v
N

1ĝv +w−2v
N

2ĝv −w−3v
N

3ĝv
ĝv+3N/4 = 0ĝv + iw−v

N
1ĝv −w−2v

N
2ĝv − iw−3v

N
3ĝv

or, in matrix notation,⎡
⎢⎢⎢⎣

ĝv
ĝv+N/4
ĝv+N/2
ĝv+3N/4

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1 1 1 1
1 −i −1 i
1 −1 1 −1
1 i −1 −i

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

0ĝv
w−v
N

1ĝv
w−2v
N

2ĝv
w−3v
N

3ĝv

⎤
⎥⎥⎥⎦ .

To compose 4-tuple elements of the vector, 12 complex additions and 3 complex
multiplications are needed. We can reduce the number of additions further by
decomposing the matrix into two simpler matrices:⎡

⎢⎢⎢⎣
ĝv

ĝv+N/4
ĝv+N/2
ĝv+3N/4

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1 0 1 0
0 1 0 −i
1 0 −1 0
0 1 0 i

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

1 0 1 0
1 0 −1 0
0 1 0 1
0 1 0 −1

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

0ĝv
w−v
N

1ĝv
w−2v
N

2ĝv
w−3v
N

3ĝv

⎤
⎥⎥⎥⎦ .

The first matrix multiplication yields intermediate results which can be used
for several operations in the second stage. In this way, we save four addi-
tions. We can apply this decomposition recursively log4N times. As for the
radix-2 algorithm, only trivial multiplications in the first composition step are
needed. At all other stages, multiplications occur for 3/4 of the points. In total,
3/4N(log4N − 1) = 3/8N(ldN − 2) complex multiplications and 2N log4N =
NldN complex additions are necessary for the radix-4 algorithm. While the
number of additions remains equal, 25 % fewer multiplications are required than
for the radix-2 algorithm.
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Figure 2.24: Signal flow diagram of the radix-2 decimation-in-frequency FFT
algorithm for N = 8.

2.5.5 Radix-2 Decimation-in-Frequency FFT

The decimation-in-frequency FFT is another example of a Cooley-Tukey algo-
rithm. This time, we break the N-dimensional input vector into N/2 first and
N/2 second components. This partition breaks the output vector into its even
and odd components:

ĝ2v =
N/2−1∑
n=0

(gn + gn+N/2)w−nv
N/2

ĝ2v+1 =
N/2−1∑
n=0

W−n
N (gn − gn+N/2)w−nv

N/2 .
(2.89)

A recursive application of this partition results in a bit reversal of the elements
in the output vector, but not the input vector. As an example, the signal flow
graph forN = 8 is shown in Fig. 2.24. A comparison with the decimation-in-time
flow graph (Fig. 2.22) shows that all steps are performed in reverse order. Even
the elementary butterfly operations of the decimation-in-frequency algorithm
are the inverse of the butterfly operation in the decimation-in-time algorithm.

2.5.6 Multidimensional FFT Algorithms

Generally, there are two possible ways to develop fast algorithms for multidi-
mensional discrete Fourier transforms. Firstly, we can decompose the multidi-
mensional DFT into 1-D DFTs and use fast algorithms for them. Secondly, we
can generalize the approaches of the 1-D FFT for higher dimensions. In this
section, we show examples for both possible ways.

Decomposition into 1-D Transforms. A two-dimensional DFT can be bro-
ken up in two one-dimensional DFTs because of the separability of the kernel.
In the 2-D case Eq. (2.38), we obtain

ĝu,v = 1√
MN

M−1∑
m=0

⎡
⎣N−1∑
n=0

gm,n exp
(
−2π inv

N

)⎤
⎦ exp

(
−2π imu

M

)
. (2.90)
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Figure 2.25: Decomposition of an image matrix into four partitions for the 2-D
radix-2 FFT algorithm.

The inner summation forms M 1-D DFTs of the rows, the outer N 1-D DFTs of
the columns, i. e., the 2-D FFT is computed as M row transformations followed
by N column transformations

Row transform g̃m,v = 1
N

N−1∑
n=0

gm,n exp
(
−2π inv

N

)

Column transform ĝu,v = 1
M

M−1∑
m=0

g̃m,v exp
(
−2π imu

M

)
.

In an analogous way, a W -dimensional DFT can be composed of W one-dimen-
sional DFTs.

Multidimensional Decomposition. A decomposition is also directly pos-
sible in multidimensional spaces. We will demonstrate such algorithms with
the simple case of a 2-D radix-2 decimation-in-time algorithm.

We decompose an M ×N matrix into four submatrices by taking only every
second pixel in every second line (Fig. 2.25). This decomposition yields

⎡
⎢⎢⎢⎣

ĝu,v
ĝu,v+N/2
ĝu+M/2,v

ĝu+M/2,v+N/2

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

0,0ĝu,v
w−v
N

0,1ĝu,v
w−u
M

1,0ĝu,v
w−u
M w−v

N
1,1ĝu,v

⎤
⎥⎥⎥⎦ .

The superscripts in front of ĝ denote the corresponding partial transformation.
The 2-D radix-2 algorithm is very similar to the 1-D radix-4 algorithm. In a
similar manner as for the 1-D radix-4 algorithm (Section 2.5.4), we can reduce
the number of additions from 12 to 8 by factorizing the matrix:

⎡
⎢⎢⎢⎣

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1

⎤
⎥⎥⎥⎦ .
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The 2-D radix-2 algorithm for an N ×N matrix requires (3/4N2) ldN complex
multiplications, 25 % fewer than the separation into two 1-D radix-2 FFTs. How-
ever, the multidimensional decomposition has the disadvantage that the mem-
ory access pattern is more complex than for the 1-D Fourier transform. With the
partition into a 1-D transform, the access to memory becomes local, yielding a
higher cache hit rate than with the distributed access of the multidimensional
decomposition.

2.5.7 Fourier Transform of Real Images

So far, we have only discussed the Fourier transform of complex-valued signals.
The same algorithms can be used also for real-valued signals. Then they are
less efficient, however, because the Fourier transform of a real-valued signal
is Hermitian (Section 2.3.4) and thus only half of the Fourier coefficients are
independent. This corresponds to the fact that also half of the signal, namely
the imaginary part, is zero.

It is obvious that another factor two in computational speed can be gained for
the DFT of real data. The easiest way to do so is to compute two real 1-D
sequences at once. This concept can easily be applied to the DFT of images,
because many 1-D DFTs must be computed. Thus we can put the first row x in
the real part and the second row y in the imaginary part and yield the complex
vector z = x+ iy. From the symmetry properties discussed in Section 2.3.4, we
infer that the transforms of the real and imaginary parts map in Fourier space
to the Hermitian and anti-Hermitian parts. Thus the Fourier transforms of the
two real M-dimensional vectors are given by

x̂v = 1/2(ẑv + ẑ∗N−v), iŷv = 1/2(ẑv − ẑ∗N−v). (2.91)

2.6 Exercises

Problem 2.1: Spatial resolution of images

Representation of images with interactively adjustable number of points
(dip6ex02.01).

Problem 2.2: Quantization of images

Representation of images with interactively adjustable number of quantization
levels (dip6ex02.02).

Problem 2.3: Context-dependent brightness perception

Interactive demonstration of the context-dependent brightness perception of
the human visual system (dip6ex02.03).

Problem 2.4: Contrast resolution of the human visual system

Interactive experiment to determine the contrast resolution of the human visual
system (dip6ex02.04).
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Problem 2.5: Gamma value

Interactive adjustment of the gamma value for image display (dip6ex02.05).

Problem 2.6: ∗Contrast resolution with a logarithmic imaging sensor

Compute the relative brightness resolution ∆g′/g′ caused by digitalization
(∆g′ = 1) of an image sensor with a logarithmic response of the form

g′ = a0 + a1 logg

and a contrast range of six decades for 8 and 10 bit resolution. The minimum
gray value g is mapped to g′ = 0 and the 1106 times higher maximum gray
value to either g′ = 255 or g′ = 1023.

Problem 2.7: Partitioning into periodic patterns

Interactive demonstration of the partitioning of an image into periodic patterns,
i. e., the basis functions of the Fourier transform (dip6ex02.06).

Problem 2.8: Fourier transform

Interactive tutorial for the Fourier transform (dip6ex02.07).

Problem 2.9: Contrast range of Fourier transformed images

Interactive tutorial for the computation of the Fourier transform and the con-
trast range of Fourier transformed images (dip6ex02.08).

Problem 2.10: Phase and amplitude of the Fourier transform

Interactive tutorial for the meaning and importance of the amplitude and phase
of the Fourier transform of images (dip6ex02.09).

Problem 2.11: ∗Shift theorem of the Fourier transform

Prove the shift theorem (Theorem 2.3, p. 54) of the Fourier transform.

Problem 2.12: ∗∗Fourier transform pairs

Compute the Fourier transform of the following functions in the spatial domain
using the Fourier transform pairs listed in�R5 and�R6 and the basic theorems
of the Fourier transform (Section 2.3.4 and �R4):

a)
1√

2πσ
exp

(
− x

2

2σ 2

)

b)
1

2πσxσy
exp

(
− x

2

2σ 2
x
− y2

2σ 2
y

)

c) cos2(k0x), sin2(k0x)

d) Λ(x) =
{

1− |x| |x| ≤ 1

0 sonst
(triangle function)

e) cos(k0x) exp

(
− (x − x0)2

2σ 2

)
(wave packet)
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With some functions, different ways to compute the Fourier transform are pos-
sible. Carefully list all steps of your solution and indicate, which theorems you
used.

Problem 2.13: ∗DFT

With this exercise, it is easy to get acquainted with the 1-D discrete Fourier
transform.

1. Compute the basis functions of the DFT for vectors with 4 and 8 elements.

2. Compute the Fourier transform of the vector [4 1 2 1]T

3. Compute the Fourier transform of the vector [1 4 1 2]T to see how the shift
theorem (Theorem 2.3, p. 54) works.

4. Compute the Fourier transform of the vector [4 0 1 0 2 0 1 0]T to see how
the discrete similar theorem (Theorem 2.2, p. 53) works.

5. Convolve the vector [4 1 2 1]T with [2 1 0 1]T /4 and compute the Fourier
transform of the second vector and of the convolved vectors to see how the
discrete convolution theorem (Theorem 2.4, p. 54) works.

Problem 2.14: ∗∗Derivation theorem of the DFT

While almost all theorems of the continuous FT can easily be transferred to
the discrete FT (compare �R4 to �R7), there are problems with the derivation
theorem because the derivation can only be approximated by finite difference
in a discrete space. Prove the theorem for the symmetric finite difference for
the 1-D DFT

(gn+1 − gn−1)/2◦ • i sin(2πv/N)ĝv
and show why this theorem is an approximation to the derivation theorem of
the continuous FT.

Problem 2.15: ∗∗Invariant Fourier transform pairs

Which functions are invariant to the continuous Fourier transform, i. e., do not
change their form except for a scaling factor? (Hint: check �R6 in the reference
part of the book.) Do these invariant Fourier transform pairs have a special
importance for signal processing?

Problem 2.16: ∗∗Symmetries of the Fourier transform

Prove the following symmetry relations for Fourier transform pairs:

Spatial domain Fourier domain

Hermitian g(−x) = g	(x) real: ĝ	(k) = ĝ(k)
real g	(x) = g(x) Hermitian: ĝ(−k) = ĝ	(k)
real and even real and even
real and odd imaginary and odd

separable: g(x1)h(x2) separable: ĝ(k1)ĥ(k2)
rotational symmetric g(|x|) rotational symmetric ĝ(|k|)
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Problem 2.17: ∗∗∗Radix-3 FFT Algorithm

Does a Radix-3 FFT algorithm have the same order O(N ldN) as Radix-2 and
Radix -4 algorithms? Are more or less numbers of computational steps neces-
sary?

Problem 2.18: ∗∗∗FFT of real signals

In Section 2.5.7 we discussed a method how the Fourier transform of a real
image can be computed efficiently. Another method is possible. It is based on
the same decomposition principle as the radix-2 FFT algorithm (Section 2.5.2,
Eq. (2.86)). The real vector is partitioned into two. The even-numbered points
are thought to be the real part of a complex vector. From this vector, the Fourier
transform is computed. Show how the Fourier transform of the real vector can
be computed from the Fourier transform of the complex vector. (This method
has the significant advantage that it can also be applied for a single real vector
in contrast to the method described in Section 2.5.7.)

2.7 Further Readings

The classical textbook on the Fourier transform — and still one of the best —
is Bracewell [14]. An excellent source for various transforms is the “Handbook
on Transforms” by Poularikas [158]. For the basics of linear algebra, especially
unitary transforms, the reader is referred to one of the modern textbooks on
linear algebra, e. g., Meyer [139], Anton [6], or Lay [120]. It is still worthwhile to
read the historical article of Cooley and Tukey [27] about the discovery of the
first fast Fourier transform algorithm. The monograph of Blahut [12] covers
a variety of fast algorithms for the Fourier transform. Aho et al. [4] give a
general coverage of the design and analysis of algorithm in a very clear and
understandable way. The extensive textbook of Cormen et al. [28] can also be
recommended. Both textbooks include the FFT.
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3.1 Introduction

Digital image processing can be regarded as a subarea of digital signal
processing. As such, all the methods for taking and analyzing measure-
ments and their errors can also be applied to image processing. In par-
ticular, any measurement we take from images — e. g., the size or the
position of an object or its mean gray value — can only be determined
with a certain precision and is only useful if we can also estimate its
uncertainty. This basic fact, which is well known to any scientist and
engineer, was often neglected in the initial days of image processing. Us-
ing empirical and ill-founded techniques made reliable error estimates
impossible. Fortunately, knowledge in image processing has advanced
considerably. Nowadays, many sound image processing techniques are
available that include reliable error estimates.

In this respect, it is necessary to distinguish two important classes of
errors. The statistical error describes the scatter of the measured value
if one and the same measurement is repeated over and over again as
illustrated in Fig. 3.1. A suitable measure for the width of the distribution
gives the statistical error and its centroid, the mean measured value.

This mean value may, however, be much further off the true value
than given by the statistical error margins. Such a deviation is called a
systematic error . Closely related to the difference between systematic
and statistical errors are the terms precise and accurate. A precise but
inaccurate measurement is encountered when the statistical error is low
but the systematic error is high (Fig. 3.1a). If the reverse is true, i. e., the
statistical error is large and the systematic error is low, the individual
measurements scatter widely but their mean value is close to the true
value (Fig. 3.1b).

It is easy — at least in principle — to get an estimate of the statistical
error by repeating the same measurement many times. But it is much
harder to control systematic errors. They are often related to a lack in
understanding of the measuring setup and procedure. Unknown or un-
controlled parameters influencing the measuring procedure may easily
lead to systematic errors. Typical sources of systematic errors are cali-
bration errors or temperature-dependent changes of a parameter in an
experimental setup without temperature control.

81
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Figure 3.1: Illustration of a systematic and b statistical error distinguishing preci-
sion and accuracy for the measurement of position in 2-D images. The statistical
error is given by the distribution of the individual measurements, while the sys-
tematic error is the difference between the true value and the average of the
measured values.

In this chapter, we learn how to handle image data as statistical quan-
tities or random variables. We start with the statistical properties of
the measured gray value at an individual sensor element or pixel in Sec-
tion 3.2. Then we can apply the classical concepts of statistics used to
handle point measurements. These techniques are commonly used in
most scientific disciplines. The type of statistics used is also known as
first-order statistics because it considers only the statistics of a single
measuring point.

Image processing operations take the measured gray values to com-
pute new quantities. In the simplest case, only the gray value at a single
point is taken as an input by so-called point operations. In more com-
plex cases, the gray values from many pixels are taken to compute a new
point. In any case, we need to know how the statistical properties, espe-
cially the precision of the computed quantity depends on the precision
of the gray values taken to compute this quantity. In other words, we
need to establish how errors are propagating through image process-
ing operations. Therefore, the topic of Section 3.3 is multiple random
variables and error propagation.

As a last step, we turn to time series of random variables (stochas-
tic processes) and spatial arrays of random variables (random fields) in
Section 3.5. This allows us to discuss random processes in the Fourier
domain.
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3.2 Random Variables

3.2.1 Probability Density Functions and Histograms

Imagine an experimental setup in which we are imaging a certain object.
The measured quantity at a certain point in the image plane (a pixel) is
the irradiance. Because of the statistical nature of the observed process,
each measurement will give a different value.

This means that the observed signal is not characterized by a single
value but rather a probability density function (PDF ) f(g). This function
indicates the probability of observing the value g. A measurable quantity
which is governed by a random process is denoted as a random variable,
or short RV .

In the following, we discuss continuous and discrete random vari-
ables and probability functions together. We need discrete probabilities
as only discrete numbers can be handled by a digital computer. Dis-
crete values are obtained after a process called quantization which was
introduced in Section 2.2.4. Many equations in this section contain a
continuous formulation on the left side and their discrete counterparts
on the right side. In the continuous case, f(g)dg gives the non-negative
probability to measure a value within the interval g and g + dg. In
the discrete case, we can only measure a finite number, Q, of values gq
(q = 1,2, . . . ,Q) with probability fq. Normally, the value of a pixel is
stored in one byte so that we can measure Q = 256 different gray val-
ues. As the total probability to observe any value at all is 1 by definition,
the PDF must meet the requirement

∞∫
−∞
f(g)dg = 1,

Q∑
q=1

fq = 1. (3.1)

The integral of the PDF

F(g) =
g∫
−∞
f(g′)dg′, Fq =

q∑
q′=1

fq′ (3.2)

is known as the distribution function. Because the PDF is a non-negative
function, the distribution function increases monotonically from 0 to 1.

Generally, the probability distribution is not known a priori. Rather
it is estimated from measurements. If the observed process is homoge-
neous, that is, if it does not depend on the position of the pixel in the
image, there is a simple way to estimate the PDF using a histogram.

A histogram of an image is a list (vector) that contains one element
for each quantization level. Each element contains the number of pixels
whose gray value corresponds to the index of the element. Histograms
can be calculated easily for data of any dimension. First we set the whole
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histogram vector to zero. Then we scan each pixel of the image, match
its gray value to an index in the list, and increment the corresponding
element of the list by one. The actual scanning algorithm depends on
how the image is stored.

An estimate of the probability density function can also be obtained
for image data with higher resolution, for instance 16-bit images or
floating-point images. Then the range of possible values is partitioned
into Q equally wide bins. The value associated with the bin is the cen-
ter of the bin, whereas we take the values in between the bins to decide
which bin is to be incremented. If we do not make this distinction, values
computed from the histogram, such as mean values, are biased.

3.2.2 Mean, Variance, and Moments

The two basic parameters that describe a RV g are its mean (also known
as the expectation value) and its variance. The mean µ = Eg is defined
as

µ =
∞∫
−∞
gf(g)dg, µ =

Q∑
q=1

gqfq. (3.3)

The mean can also be determined without knowing the probability
density function explictly by averaging an infinite number of measure-
ments:

µ = lim
P→∞

1
P

P∑
p=1

gp. (3.4)

As we cannot take an infinite number of measurements, the determina-
tion of the mean by Eq. (3.4) remains an estimate with a residual uncer-
tainty that depends on the form of the PDF, i. e., the type of the random
process and the number of measurements taken.

The variance σ 2 = varg = E (
(g − µ)2) is a measure of the extent to

which the measured values deviate from the mean value:

σ 2 =
∞∫
−∞
(g − µ)2f(g)dg, σ 2 =

Q∑
q=1

(gq − µ)2fq. (3.5)

The PDF can be characterized in more detail by quantities similar to
the variance, the central moments of nth order µn = E

(
(g − µ)n)

:

µn =
∞∫
−∞
(g − µ)nf(g)dg, µn =

Q∑
q=1

(gq − µ)nfq. (3.6)

The first central moment is by definition zero. The second moment µ2

is the variance σ 2. The third moment µ3, the skewness, is a measure
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for the asymmetry of the PDF around the mean value. If the PDF is a
function of even symmetry, f(−(g − µ)) = f(g − µ), the third and all
higher-order odd moments vanish.

3.2.3 Functions of Random Variables

Any image processing operation changes the signal g at the individual
pixels. In the simplest case, g at each pixel is transformed into h by a
function p: h = p(g). Such a function is known in image processing
as a point operator . Because g is a RV, h will also be a RV and we need
to know its PDF in order to know the statistical properties of the image
after processing it.

It is obvious that the PDF fh of h has same form as the PDF fg of g
if p is a linear function: h = a0 + a1g:

fh(h) = fg(g)|a1| = fg((h− a0)/a1)
|a1| , (3.7)

where the inverse linear relation g = p−1(h) : g = (h − a0)/a1 is used
to express g as a function of h.

From Eq. (3.7) it is intuitive that in the general case of a nonlinear
function p(g), the slope a1 will be replaced by the first derivative p′(g)
of p(g). Further complications arise if the inverse function has more
than one branch. A simple and important example is the function h = g2

with the two inverse functions g1,2 = ±
√
h. In such a case, the PDF of h

needs to be added from all branches of the inverse function.

Theorem 3.1 (PDF of the function of a random variable) If fg is the PDF
of the random variable g and p a differentiable function h = p(g), then
the PDF of the random variable h is given by

fh(h) =
S∑
s=1

fg(gs)∣∣p′(gs)∣∣ , (3.8)

where gs are the S real roots of h = p(g).

A monotonic function p has a unique inverse function p−1(h). Then
Eq. (3.8) reduces to

fh(h) = fg(p−1(h))∣∣p′(p−1(h))
∣∣ . (3.9)

In image processing, the following problem is encountered with re-
spect to probability distributions. We have a signal g with a certain PDF
and want to transform g by a suitable transform into h in such a way



86 3 Random Variables and Fields

that h has a specific probability distribution. This is the inverse prob-
lem to what we have discussed so far and it has a surprisingly simple
solution. The transform

h = F−1
h (Fg(g)) (3.10)

converts the fg(g)-distributed random variable g into the fh(h)-distrib-
uted random variable h. The solution is especially simple for a transfor-
mation to a uniform distribution because then F−1 is a constant function
and h = Fg(g)).

Now we consider the mean and variance of functions of random vari-
ables. By definition according to Eq. (3.3), the mean of h is

Eh = µh =
∞∫
−∞
hfh(h)dh. (3.11)

We can, however, also express the mean directly in terms of the function
p(g) and the PDF fg(g):

Eh = E (
p(g)

) =
∞∫
−∞
p(g)fg(g)dg. (3.12)

Intuitively, you may assume that the mean of h can be computed
from the mean of g: Eh = p(Eg). This is, however, only possible if p is
a linear function. If p(g) is approximated by a polynomial

p(g) = p(µg)+ p′(µg)(g − µg)+ p′′(µg)(g − µg)2/2+ . . . (3.13)

then

µh ≈ p(µg)+ p′′(µg)σ 2
g/2. (3.14)

From this equation we see that µh ≈ p(µg) is only a good approximation
if both the curvature of p(g) and the variance of g are small, i. e., p(g) can
be well approximated by a linear function in an interval [µ−3σ,µ+3σ].

The first-order estimate of the variance of h is given by

σ 2
h ≈

∣∣∣p′(µg)∣∣∣2
σ 2
g . (3.15)

This expression is only exact for linear functions p.
The following simple relations for means and variances follow di-

rectly from the discussion above (a is a constant):

E(ag) = aEg, var(ag) = a2 varg, varg = E(g2)− (Eg)2. (3.16)
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3.3 Multiple Random Variables

In image processing, we have many random variables and not just one.
Image processing operations compute new values from values at many
pixels. Thus, it is important to study the statistics of multiple RVs. In
this section, we make the first step and discuss how the statistical prop-
erties of multiple RVs and functions of multiple RVs can be handled.

3.3.1 Joint Probability Density Functions

First, we need to consider how the random properties of multiple RVs
can be described. Generally, the random properties of two RVs, g1 and
g2, cannot be described by their individual PDFs, f(g1) and f(g2). It is
rather necessary to define a joint probability density function f(g1, g2).
Only if the two random variables are independent , i. e., if the probability
that g1 takes a certain value does not depend on the value of g2, we
can compute the joint PDF from the individual PDFs, known as marginal
PDFs:

f(g1, g2) = fg1(g1)fg2(g2) � g1, g2 independent. (3.17)

For P random variables gp, the random vector g, the joint probabil-
ity density function is f(g1, g2, . . . , gP) = f(g). The P RVs are called
independent if the joint PDF can be written as a product of the marginal
PDFs

f(g) =
P∏
p=1

fgp(gp) � gp independent, p = 1, . . . , P . (3.18)

3.3.2 Covariance and Correlation

The covariance measures to which extent the fluctuations of two RVs,
gp and gq, are related to each other. In extension of the definition of the
variance in Eq. (3.5), the covariance is defined as

σpq = E
(
(gp − µp)(gq − µq)

)
= E(gpgq)− E(gp)E(gq). (3.19)

For P random variables, the covariances form a P × P symmetric matrix,
the covariance matrix Σ = covg. The diagonal of this matrix contains
the variances of the P RVs.

The correlation coefficient relates the covariance to the corresponding
variances:

cpq = σpq
σpσq

where |c| ≤ 1. (3.20)
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Two RVs gp and gq are called uncorrelated if the covariance σpq is
zero. Then according to Eqs. (3.19) and (3.20) the following relations are
true for uncorrelated RVs:

σpq = 0 � cpq = 0 � E(gpgq) = E(gp)E(gq)� gp,gq uncorrelated.
(3.21)

From the last of these conditions and Eq. (3.17), it is evident that inde-
pendent RVs are uncorrelated.

At first glance it appears that only the statistical properties of in-
dependent RVs are easy to handle. Then we only need to consider the
marginal PDFs of the individual variables together with their mean and
variance. Generally, the interrelation of random variations of the vari-
ables as expressed by the covariance matrix Σ must be considered. Be-
cause the covariance matrix is symmetric, however, we can always find
a coordinate system, i. e., a linear combination of the RVs, in which the
covariance matrix is diagonal and thus the RVs are uncorrelated.

3.3.3 Linear Functions of Multiple Random Variables

In extension to the discussion of functions of a single RV in Section 3.2.3,
we can express the mean of a function of multiple random variables
h = p(g1, g2, . . . , gP) directly from the joint PDF:

Eh =
∞∫
−∞
p(g1, g2, . . . , gP)f (g1, g2, . . . , gP)dg1dg2 . . .dgP . (3.22)

From this general relation it follows that the mean of any linear function

h =
P∑
p=1

apgp (3.23)

is given as the linear combination of the means of the RVs gp:

E

⎛
⎝ P∑
p=1

apgp

⎞
⎠ = P∑

p=1

apE
(
gp

)
. (3.24)

Note that this is a very general result. We did not assume that the RVs
are independent, and this is not dependent on the type of the PDF. As a
special case Eq. (3.24) includes the simple relations

E(g1 + g2) = Eg1 + Eg2, E(g1 + a) = Eg1 + a. (3.25)

The variance of functions of multiple RVs cannot be computed that
easy even in the linear case. Let g be a vector of P RVs, h a vector of
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Q RVs that is a linear combination of the P RVs g, M a Q× P matrix of
coefficients, and a a column vector with Q coefficients. Then

h =Mg + a with E(h) =ME(g)+ a (3.26)

in extension to Eq. (3.24). If P = Q, Eq. (3.26) can be interpreted as a
coordinate transformation in a P -dimensional vector space. Therefore it
is not surprising that the symmetric covariance matrix transforms as a
second-order tensor [151]:

cov(h) =M cov(g)MT . (3.27)

To illustrate the application of Eq. (3.27), we discuss three examples.

Variance of the mean of RVs. First, we discuss the computation of the
variance of the mean g of P RVs with the same mean and variance σ 2.
We assume that the RVs are uncorrelated. Then the matrix M and the
covariance matrix covg are

M = 1
P
[1,1,1, . . . ,1] and cov(g) =

⎡
⎢⎢⎢⎢⎢⎣
σ 2 0 . . . 0
0 σ 2 . . . 0
...

...
. . .

...
0 0 . . . σ 2

⎤
⎥⎥⎥⎥⎥⎦ = σ

2I.

Using these expressions in Eq. (3.27) yields

σ 2
g =

1
P
σ 2. (3.28)

Thus the variance σ 2
g is proportional to P−1 and the standard deviation

σg decreases only with P−1/2. This means that we must take four times
as many measurements in order to double the precision of the measure-
ment of the mean. This is not the case for correlated RVs. If the RVs are
fully correlated (cpq = 1, σpq = σ 2), according to Eq. (3.27), the variance
of the mean is equal to the variance of the individual RVs. In this case it
is not possible to reduce the variance by averaging.

Variance of the sum of uncorrelated ZRVs with unequal variances.
In a slight variation, we take P uncorrelated RVs with unequal variances
σ 2
p and compute the variance of the sum of the RVs. From Eq. (3.25), we

know already that the mean of the sum is equal to the sum of the means
(even for correlated RVs). Similar as for the previous example, it can be
shown that for uncorrelated RVs the variance of the sum is also the sum
of the individual variances:

var
P∑
p=1

gp =
P∑
p=1

vargp. (3.29)
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Linear Combinations of multiple RVs. As a second example we take
Q RVs hq that are a linear combination of the P uncorrelated RVs gp
with equal variance σ 2:

hq = aTqg. (3.30)

Then the vectors aTq form the rows of the Q× P matrix M in Eq. (3.26)
and the covariance matrix of h results according to Eq. (3.27) in

cov(h) = σ 2MMT = σ 2

⎡
⎢⎢⎢⎢⎢⎣
aT1a1 aT1a2 . . . aT1aQ
aT1a2 aT2a2 . . . aT2aQ
...

...
. . .

...
aT1aQ aT2aQ . . . aTQaQ

⎤
⎥⎥⎥⎥⎥⎦ . (3.31)

From this equation, we can learn two things. First, the variance of the
RV hq is given by aTqaq, i. e., the sum of the squares of the coefficients

σ 2(hq) = σ 2aTqaq. (3.32)

Second, although the RVs gp are uncorrelated, two RVs hp and hq are
only uncorrelated if the scalar product of the coefficient vectors, aTpaq, is
zero, i. e., the coefficient vectors are orthogonal. Thus, only orthogonal
transform matrixesM in Eq. (3.26) leave uncorrelated RVs uncorrelated.

For correlated RVs, we can conclude that it is always possible to apply
a suitable transform M to get a set of linear combinations of RVs that
are uncorrelated. This follows from the elementary theorem in linear
algebra: Each symmetric square matrix can be diagonalized by a trans-
form, which is called the principal component transform [16, 217]. The
uncorrelated set of linear combinations constitutes the axis of the prin-
cipal component system and is known as the set of eigenvectors of the
matrix. The eigenvectors meet the condition

cov(h)ep = σ 2
pep. (3.33)

This means that the multiplication of the covariance matrix with the
eigenvector reduces to a multiplication by a scalar. This factor is called
the eigenvalue to the eigenvector ep. For the covariance matrix the pth
eigenvalue is the variance σ 2

p in the direction of the eigenvector ep.

3.3.4 Nonlinear Functions of Multiple Random Variables

The above analysis of the variance for functions of multiple RVs can
be extended to nonlinear functions provided that the function is suffi-
ciently linear around the mean value. As in Section 3.2.3, we expand the
nonlinear function pq(g) into a Taylor series around the mean value:

hp = pq(g) ≈ pq(µ)+
P∑
p=1

∂pq
∂gp

(gp − µp). (3.34)
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We compare this equation with Eq. (3.26) and find that the Q× P matrix
M has to be replaced by the matrix

J =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂p1

∂g1

∂p1

∂g2
. . .

∂p1

∂gP
∂p2

∂g1

∂p2

∂g2
. . .

∂p2

∂gP
...

...
. . .

...

∂pQ
∂g1

∂pQ
∂g2

. . .
∂pQ
∂gP

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.35)

known as the Jacobian matrix of the transform h = p(g). Thus the
covariance of h is given by

cov(h) ≈ J cov(g)JT . (3.36)

3.4 Probability Density Functions

In the previous sections, we derived a number of general properties of
random variables without any knowledge about the probability distribu-
tions. In this section, we discuss a number of specific probability density
functions that are of importance for image processing.

As an introduction to handling of PDFs, we discuss the PDFs of func-
tion of multiple RVs. We restrict the discussion to two simple cases.
First, we consider the addition of two RVs. If two RVs g1 and g2 are
independent, the resulting probability density function of an additive
superposition g = g1 + g2 is given by the convolution integral

pg(g) =
∞∫
−∞
pg1(h)pg2(g − h)dh. (3.37)

This general property results from the multiplicative nature of the su-
perposition of probabilities. The probability pg(g) to measure the value
g is the product of the probabilities to measure g1 = h and g2 = g − h.
The integral in Eq. (3.37) itself is required because we have to consider
all combinations of values that lead to a sum g.

Second, the same procedure can be applied to the multiplication of
two RVs if the multiplication of two variables is transformed into an
addition by applying the logarithm: lng = lng1+ lng2. The PDFs of the
logarithm of an RV can be computed using Eq. (3.9).

3.4.1 Poisson Distribution

First, we consider image acquisition. An imaging sensor element that
is illuminated with a certain irradiance receives within a time interval
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a b

c d

Figure 3.2: Simulation of low-light images with Poisson noise that have collected
maximal a 3, b 10, c 100, and d 1000 electrons. Note the linear intensity wedge
at the bottom of images c and d .

∆t, the exposure time, on average N electrons by absorption of photons.
Thus the mean rate of photons per unit time λ is given by

λ = N
∆t
. (3.38)

Because of the random nature of the stream of photons a different num-
ber of photons arrive during each exposure. A random process in which
we count on average λ∆t events is known as a Poisson process P(λ∆t).
It has the discrete probability density distribution

P(λ∆t) : fn = exp(−λ∆t)(λ∆t)
n

n!
, n ≥ 0 (3.39)

with the mean and variance

µ = λ∆t and σ 2 = λ∆t. (3.40)

Simulated low-light images with Poisson noise are shown in Fig. 3.2.
For low mean values, the Poisson PDF is skewed with a longer tail towards
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Figure 3.3: a Poisson PDFs P(µ) for mean values µ of 3, 10, 100, and 1000. The
x axis is normalized by the mean: the mean value is one; P(λ∆t) is multiplied
by σ

√
2π ; b Discrete binomial PDF B(8,1/2) with a mean of 4 and variance of

2 and the corresponding normal PDF N(4,2).

higher values (Fig. 3.3a). But even for a moderate mean (100), the density
function is already surprisingly symmetric.

A typical CCD image sensor element (Section 1.7.1, �R2) collects in
the order of 10000 or more electrons that are generated by absorbed
photons. Thus the standard deviation of the number of collected elec-
trons is 100 or 1%. From this figure, we can conclude that even a perfect
image sensor element that introduces no additional electronic noise will
show a considerable noise level just by the underlying Poisson process.

The Poisson process has the following important properties:

1. The standard deviation σ is not constant but is equal to the square
root of the number of events. Therefore the noise level is signal-
dependent.

2. It can be shown that nonoverlapping exposures are statistically in-
dependent events [151, Section. 3.4]. This means that we can take
images captured with the same sensor at different times as indepen-
dent RVs.

3. The Poisson process is additive: the sum of two independent Poisson-
distributed RVs with the means µ1 and µ2 is also Poisson distributed
with the mean and variance µ1 + µ2.

3.4.2 Normal and Binomial Distributions

Many processes with continuous RVs can adequately be described by the
normal or Gaussian probability density N(µ,σ) with the mean µ and the
variance σ 2:

N(µ,σ) : f(g) = 1√
2πσ

exp

(
−(g − µ)

2

2σ 2

)
. (3.41)
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Figure 3.4: Bivariate normal densities: a correlated RVs with σ 2
1 = σ 2

2 = 1, and
r12 = −0.5; b isotropic uncorrelated RVs with variances σ 2

1 = σ 2
1 = 1.

From Eq. (3.41) we can see that the normal distribution is completely
described by the mean and the variance.

For discrete analogue to the normal distribution is the binomial dis-
tribution B(Q,p)

B(Q,p) : fq = Q!
q! (Q− q)!p

q(1− p)Q−q, 0 ≤ q < Q. (3.42)

The natural number Q denotes the number of possible outcomes and
the parameter p ∈]0,1[ determines together with Q the mean and the
variance:

µ = Qp and σ 2 = Qp(1− p). (3.43)

Even for moderate Q, the binomial distribution comes very close to the
Gaussian distribution as illustrated in Fig. 3.3b.

In extension to Eq. (3.41), the joint normal PDF N(µ,Σ) for multiple
RVs, i.e., the random vector g with the mean µ and the covariance matrix
Σ is given by

N(µ,Σ) : f(g) = 1

(2π)P/2
√

detΣ
exp

(
−(g − µ)

TΣ−1(g − µ)
2

)
. (3.44)

At first glance this expression looks horribly complex. It is not. We
must just consider that the symmetric covariance matrix becomes a di-
agonal matrix by rotation into its principle-axis system. Then the joint
normal density function becomes a separable function

f(g′) =
P∏
p=1

1

(2πσ 2
p)1/2

exp

(
−(g

′
p − µp)2
2σ 2

p

)
(3.45)

with the variances σ 2
p along the principle axes (Fig. 3.4a) and the com-

ponents g′p are independent RVs.
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For uncorrelated RVs with equal varianceσ 2, theN(µ,C) distribution
reduces to the isotropic normal PDF N(µ, σ) (Fig. 3.4b):

N(µ, σ) : f(g) = 1
(2πσ 2)P/2

exp

(
−

∣∣(g − µ)∣∣2

2σ 2

)
. (3.46)

3.4.3 Central Limit Theorem

The central importance of the normal distribution stems from the cen-
tral limit theorem (Theorem 2.6, p. 56), which we discussed with respect
to cascaded convolution in Section 2.3.4. Here we emphasize its signif-
icance for RVs in image processing. The central limit theorem states
that under conditions that are almost ever met for image processing ap-
plications the PDF of a sum of RVs tends to a normal distribution. As
we discussed in Section 3.3, in image processing weighted sums from
many values are often computed. Consequently, these combined vari-
ables have a normal PDF.

3.4.4 Other Distributions

Despite the significance of the normal distribution, other probability den-
sity functions also play a certain role for image processing. They occur
when RVs are combined by nonlinear functions.

As a first example, we discuss the conversion from Cartesian to polar
coordinates. We take the random vector g = [

g1, g2
]T

with independent
N(0, σ)-distributed components. Then it can be shown [151, Section 6.3]
that the magnitude of this vector r = (g2

1 , g
2
2)1/2 and the polar angle

φ = arctan(g2/g1) are independent random variables. The magnitude
has a Rayleigh density

R(σ) : f(r) = r
σ 2

exp

(
− r 2

2σ 2

)
for r > 0 (3.47)

with the mean and variance

µR = σ
√
π/2 and σ 2

R = σ 2 4−π
2

, (3.48)

and the angle φ has a uniform density

f(φ) = 1
2π
. (3.49)

In generalization of the Rayleigh density, we consider the magnitude
of a P dimensional vector. It has a chi density with P degrees of freedom

χ(P,σ) : f(r) = 2rP−1

2P/2Γ(P/2)σP
exp

(
− r 2

2σ 2

)
for r > 0 (3.50)
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Figure 3.5: a Chi density for 2 (Rayleigh density), 3 (Maxwell density), and higher
degrees of freedom as indicated; b chi-square density in a normalized plot (mean
at one) with degrees of freedom as indicated.

with the mean

µχ = σ
√

2 Γ(P/2+ 1/2)
Γ(P/2)

≈ σ√
P − 1/2 for P � 1 (3.51)

and variance
σ 2
χ = σ 2P − µ2

χ ≈ σ 2/2 for P � 1. (3.52)

The mean of the chi density increases with the square root of P while the
variance is almost constant. For large degrees of freedom, the density
quickly approaches the normal densityN(σ

√
P/2− 1/2, σ/

√
2) (Fig. 3.5a).

The PDF of the square of the magnitude of the vector has a differ-
ent PDF because squaring is a nonlinear function (Section 3.2.3). Using
Theorem 3.1 the PDF, known as the chi-square density with P degrees of
freedom, can be computed as

χ2(P,σ) : f(r) = rP/2−1

2P/2Γ(P/2)σP
exp

(
− r

2σ 2

)
for r > 0 (3.53)

with the mean and variance

µχ2 = σ 2P and σ 2
χ2 = 2σ 4P. (3.54)

The sum of squares of RVs is of special importance to obtain the error
in the estimation of the sample variance

s2 = 1
P − 1

P∑
1

(gp − g)2 with g = 1
P

P∑
1

gp. (3.55)

Papoulis [151, Section 8.2] shows that the normalized sample variance

(P − 1)s2

σ 2
=

P∑
1

(gp − g
σ

)2

(3.56)
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Figure 3.6: Noise variance as a function of the digital gray value for a Pixelfly
QE from PCO with Sony interline CCD ICX285AL, 12 Bit, σ0 = 2.2 (8 e−) and b
Basler A602f with Micron MT9V403 CMOS, 8 Bit, σ0 = 0.61 (91 e−) [92].

has a chi-square density with P − 1 degrees of freedom. Thus the mean
of the sample variance is σ 2 (unbiased estimate) and the variance is
2σ 4/(P − 1). For low degrees of freedom, the chi-square density shows
significant deviations from the normal density (Fig. 3.5b). For more than
30 degrees of freedom the density is in good approximation normally
distributed. A reliable estimate of the variance requires many measure-
ments. For P = 100, the relative standard deviation of the variance is
still about 20 % (for the standard deviation of the standard deviation it
is half, 10 %).

3.4.5 Noise Model for Image Sensors

After the detailed discussion on random variables, we can now conclude
with a simple noise model for an image sensor. In Section 3.4.1 we saw
that the photo signal for a single pixel is Poisson distributed. Except for
very low-level imaging conditions, where only a few electrons are col-
lected per sensor element, the Poisson distribution is well approximated
by a normal distribution N(Qe,

√
Qe), where Qe is the number of elec-

trons absorbed during an exposure. Not every incoming photon causes
the excitation of an electron. The fraction of electrons excited by the
photons irradiating onto the sensor element (Qp) is known as quantum
efficiency η:

η = Qe
Qp
. (3.57)

The electronic circuits add a number of other noise sources. For
practical purposes, it is only important to know that these noise sources
are normal distributed and independent of the photon noise. Therefore
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the total number of generated charge units and their variances are

Q = Q0 +Qe and σ 2
Q = σ 2

Q0
+ σ 2

Qe. (3.58)

We assume that the electronic circuits are linear. Therefore the resulting
digital signal g is given by

g = KQ. (3.59)

The conversion factorK is dimensionless and expresses the entire ampli-
fication of the signal in bits/charge unit. The variance of the digital signal
is easy to compute by using the rules of error propagation (Eqs. (3.15)
and (3.29)), the fact that σ 2

Qe = Qe (3.40), and (3.59):

σ 2
g = K2σ 2

Q0
+K2σ 2

Qe = σ 2
0 +Kg. (3.60)

Equation (3.60) predicts a linear increase of the variance with the digi-
tal signal g. Measurements generally show a good agreement with this
simple model (Fig. 3.6). Interestingly, noise has a benefit here. The con-
version factor K can be determined from the σ 2

g(g) relation without
knowing any detail about the electronic circuits.

3.5 Stochastic Processes and Random Fields

The statistics developed so far do not consider the spatial and temporal rela-
tions between the points of a multidimensional signal. If we want to analyze
the content of images statistically, we must consider the whole image as a sta-
tistical quantity, known as a random field for spatial data and as a stochastic
process for time series.

In case of an M ×N image, a random field consists of an M ×N matrix whose
elements are random variables. This means that a joint probability density
function has MN variables. The mean of a random field is then given as a sum
over all possible states q:

Gm,n =
QMN∑
q=1

fq(G)Gq. (3.61)

If we haveQ quantization levels, each pixel can takeQ different states. In com-
bination of all M ×N pixels we end up with QMN states Gq. This is a horrifying
concept, rendering itself useless because of the combinatory explosion of pos-
sible states. Thus we have to find simpler concepts to treat multidimensional
signals as random fields. In this section, we will approach this problem in a
practical way.

We start by estimating the mean and variance of a random field. We can do that
in the same way as for a single value (Eq. (3.55)), by taking the mean Gp of P
measurements under the same conditions and computing the average as

G = 1
P

P∑
p=1

Gp. (3.62)
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This type of averaging is known as an ensemble average. The estimate of the
variance, the sample variance, is given by

S2
G =

1
P − 1

P∑
p=1

(
Gp −G

)2
. (3.63)

At this stage, we know already the mean and variance at each pixel in the im-
age. From these values we can make a number of interesting conclusions. We
can study the uniformity of both quantities under given conditions such as a
constant illumination level.

3.5.1 Correlation and Covariance Functions

In a second step, we now relate the gray values at different positions in the
images with each other. One measure for the correlation of the gray values is
the mean for the product of the gray values at two positions, the autocorrelation
function

Rgg(m,n;m′, n′) = GmnGm′n′ . (3.64)

As in Eqs. (3.62) and (3.63), an ensemble mean is taken.

The autocorrelation function is not of much use if an image contains a deter-
ministic part with additive zero-mean noise

G′ = G+N, with G′ = G and N′ = 0. (3.65)

Then it is more useful to subtract the mean so that the properties of the random
part in the signal are adequately characterized:

Cgg(m,n;m′, n′) = (Gmn −Gmn)(Gm′n′ −Gm′n′). (3.66)

This function is called the autocovariance function. For zero shift (m = m′
and n = n′) it gives the variance at the pixel [m,n]T , at all other shifts the
covariance, which was introduced in Section 3.3.2, Eq. (3.19). New here is that
the autocovariance function includes the spatial relations between the different
points in the image. If the autocovariance is zero, the random properties of the
corresponding points are uncorrelated.

The autocovariance function as defined in Eq. (3.66) is still awkward because it
is four-dimensional. Therefore even this statistic is only of use for a restricted
number of shifts, e. g., short distances, because we suspect that the random
properties of distant points are uncorrelated.

Things become easier if the statistics do not explicitly depend on the position of
the points. This is called a homogeneous random field . Then the autocovariance
function becomes shift invariant :

Cgg(m+ k,n+ l;m′ + k,n′ + l)
= Cgg(m,n;m′, n′)
= Cgg(m−m′, n−n′; 0,0)
= Cgg(0,0;m′ −m,n′ −n).

(3.67)

The last two identities are obtained when we set (k, l) = (−m′,−n′) and (k, l) =
(−m,−n). This also means that the variance of the noise Cgg(m,n;m,n) no
longer depends on the position in the image but is equal at all points.
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Because the autocorrelation function depends only on the distance between
points, it reduces from a four- to a two-dimensional function. Fortunately, many
stochastic processes are homogeneous. Because of the shift invariance, the
autocovariance function for a homogeneous random field can be estimated by
spatial averaging:

Cgg(m,n) = 1
MN

M−1∑
m′=0

N−1∑
n′=0

(Gm′n′ −Gm′n′)(Gm′+m,n′+n −Gm′+m,n′+n). (3.68)

Generally, it is not certain that spatial averaging leads to the same mean as the
ensemble mean. A random field that meets this criterion is called ergodic .

Another difficulty concerns indexing. As soon as (m,n) ≠ (0,0), the indices run
over the range of the matrix. We then have to consider the periodic extension
of the matrix, as discussed in Section 2.3.4. This is known as cyclic correlation.

Now we illustrate the meaning of the autocovariance function. We consider an
image that contains a deterministic part plus zero-mean homogeneous noise,
see Eq. (3.65). Let us further assume that all points are statistically independent.
Then the mean is the deterministic part and the autocovariance vanishes except
for zero shift, i. e., for a zero pixel distance:

Cgg = σ 2ooP or Cgg(m,n) = σ 2δmδn. (3.69)

For zero shift, the autocovariance is equal to the variance of the noise. In this
way, we can examine whether the individual image points are statistically un-
correlated. This is of importance because the degree of correlation between the
image points determines the statistical properties of image processing opera-
tions as discussed in Section 3.3.3.

In a similar manner to correlating one image with itself, we can correlate two
different images G and H with each other. These could be either images from
different scenes or images of a dynamic scene taken at different times. By
analogy to Eq. (3.68), the cross-correlation function and cross-covariance function
are defined as

Rgh(m,n) = 1
MN

M−1∑
m′=0

N−1∑
n′=0

Gm′n′Hm′+m,n′+n (3.70)

Cgh(m,n) = 1
MN

M−1∑
m′=0

N−1∑
n′=0

(Gm′n′ −Gm′n′)(Hm+m′,n+n′ −Hm+m′,n+n′). (3.71)

The cross-correlation operation is very similar to convolution (Section 2.3.4,
�R7). The only difference is the sign of the indices (m′, n′) in the second
term.

3.5.2 Random Fields in Fourier Space

In the previous sections we studied random fields in the spatial domain. Given
the significance of the Fourier transform for image processing (Section 2.3), we
now turn to random fields in the Fourier domain. For the sake of simplicity, we
restrict the discussion here to the 1-D case. All arguments put forward in this
section can, however, be applied analogously in any dimension.
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The Fourier transform requires complex numbers. This constitutes no addi-
tional complications, because the random properties of the real and imaginary
part can be treated separately. The definitions for the mean remains the same,
the definition of the covariance, however, requires a slight change as compared
to Eq. (3.19):

Cpq = E
(
(gp − µp)∗(gq − µq)

)
, (3.72)

where ∗ denotes the conjugate complex. This definition ensures that the vari-
ance

σ 2
p = E

(
(gp − µp)∗(gp − µp)

)
(3.73)

remains a real number.

The 1-D DFT maps a vector g ∈ CN onto a vector ĝ ∈ CN . The components of ĝ
are given as scalar products with orthonormal base vectors for the vector space
CN (compare Eqs. (2.29) and (2.30)):

ĝv = bvTg with bvTbv′ = δv−v′ . (3.74)

Thus the complex RVs in Fourier space are nothing else but linear combinations
of the RVs in the spatial domain. If we assume that the RVs in the spatial domain
are uncorrelated with equal variance (homogeneous random field), we arrive at
a far-reaching conclusion. According to Eq. (3.74) the coefficient vectors bv
are orthogonal to each other with a unit square magnitude. Therefore we can
conclude from the discussion about functions of multiple RVs in Section 3.3.3,
especially Eq. (3.32), that the RVs in the Fourier domain remain uncorrelated
and have the same variance as in the spatial domain.

3.5.3 Power Spectrum, Cross-correlation Spectrum, and Coherence

In Section 3.5.1 we learnt that random fields in the space domain are character-
ized by the auto- and the cross-correlation functions. Now we consider random
fields in the Fourier space.

Correlation in the space domain corresponds to multiplication in the Fourier
space with the complex conjugate functions (�R4):

G	G◦ •Pgg(k) = ĝ(k)∗ĝ(k) (3.75)

and
G	H ◦ •Pgh(k) = ĝ(k)∗ĥ(k). (3.76)

In these equations, correlation is abbreviated with the 	 symbol, similar to
convolution for which we use the ∗ symbol. For a simpler notation, the spectra
are written as continuous functions. This corresponds to the transition to an
infinitely extended random field (Section 2.3.2, Table 2.1).

The Fourier transform of the autocorrelation function is the power spectrum
Pgg . The power spectrum is a real-valued quantity. Its name is related to the fact
that it represents the distribution of power of a physical signal in the Fourier do-
main, i. e., over frequencies and wave numbers, if the signal amplitude squared
is related to the energy of a signal. If the power spectrum is averaged over sev-
eral images, it constitutes a sum of squares of independent random variables.
If the RVs have a normal density, the power spectrum has, according to the
discussion in Section 3.4.4, a chi-square density.
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The autocorrelation function of a field of uncorrelated RVS is zero except at the
origin, i. e., a δ-function (Eq. (3.69)). Therefore, its power spectrum is a constant
(�R7). This type of noise is called white noise.

The Fourier transform of the cross-correlation function is called the cross-corre-
lation spectrum Pgh. In contrast to the power spectrum, it is a complex quantity.
The real and imaginary parts are termed the co- and quad-spectrum, respec-
tively.

To understand the meaning of the cross-correlation spectrum, it is useful to
define another quantity, the coherence function Φ:

Φ2(k) = |Pgh(k)|2
Pgg(k)Phh(k)

. (3.77)

Basically, the coherence function contains information on the similarity of two
images. We illustrate this by assuming that the imageH is a shifted copy of the
image G: ĥ(k) = ĝ(k) exp(−ikxs). In this case, the coherence function is one
and the cross-correlation spectrum Pgh reduces to

Pgh(k) = Pgg(k) exp(−ikxs). (3.78)

Because Pgg is a real quantity, we can compute the shift xs between the two
images from the phase factor exp(−ikxs).
If there is no fixed phase relationship of a periodic component between the two
images, then the coherency decreases. If the phase shift is randomly distributed
from image to image in a sequence, the cross-correlation vectors in the complex
plane point in random directions and add up to zero. According to Eq. (3.77),
then also the coherency is zero.

3.6 Exercises

Problem 3.1: Noise in images and image sequences

Interactive simulation of Poisson-distributed noise, additive normal-distributed
noise and multiplicative normal-distributed noise; computation of mean and
variance (dip6ex03.01).

Problem 3.2: ∗∗Poisson distribution and normal distribution

An image sensor receives a spatially and temporally constant irradiation. Dur-
ing the exposure time 9 and 100 charge units are generated in the mean. We
further assume that the sensor is ideal, i. e., the electronic circuits produce no
additional noise.

1. Compute the absolute standard deviation and the relative standard deviation
(σ/µ) for both cases

2. How much does the Poisson distribution deviate from the normal distribution
with the same variance?
Answer this question by computing the probability density functions for the
values µ −nσ with n ∈ {−3,−2,−1,0,1,2,3}.
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Problem 3.3: ∗Binomial and normal distribution

The Binomial distribution B(Q,1/2) converges for increasing Q quickly to the
normal distribution. Check the statement by comparing all values of the bino-
mial distributions B(4,1/2) and B(8,1/2) to the normal distribution with equal
mean and variance.

Problem 3.4: ∗Uniform distribution

A random variable (RV) has a uniform probability density function (PDF) in the
interval between g and g+∆g. The PDF is zero outside of this interval. Compute
the mean and variance of this RV.

Problem 3.5: ∗∗PDFs, mean and variance

Let g1 and g2 be two uncorrelated RVs with zero mean (µ = 0) and variance
σ 2 = 1. Compute the PDF, mean and variance of the following RVs:

1. h = g1 + g2

2. h = ag1 + b (a and b are deterministic constants)

3. h = g1 + g1

4. h = g2
1

5. h =
√
g2

1 + g2
2 (Magnitude of vector

[
g1 g2

]T
)

6. h = arctan(g2/g1) (Angle of vector
[
g1 g2

]T
)

Problem 3.6: ∗Error propagation

Let g be a RV with mean g and variance σ 2
g . The PDF is unknown. Compute, if

possible, the variance and the relative error σh/h of the following RVs h assum-
ing that the variance is small enough so that the nonlinearity of the following
functions is negligible:

1. h = g2

2. h = √g
3. h = 1/g
4. h = ln(g)

Problem 3.7: Central limit theorem

Interactive simulation to illustrate the central limit theorem (dip6ex03.02).

Problem 3.8: ∗∗Selection of an image sensor

In Section 3.4.5 we discussed a simple linear noise model for imaging sensors,
which proved worthwhile. You have two cameras at hand with the following
noise characteristics:

Camera A σ 2 = 1.0+ 0.1g
Camera B σ 2 = 2.5+ 0.025g

Both cameras deliver digital signals with 12-bit resolution. Thus gray values g
between 0 and 4095 can be measured. Both cameras have a quantum efficiency
of 0.5. Which of the two cameras is better suited for the following tasks:
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1. Measurement of high gray values with the best possible relative resolution

2. Measurement of the smallest possible irradiation.

In order to decision correctly, compute the standard deviation at the highest
digital gray value (g = 4095) and at the lowest value (dark image, g = 0). Further
compute the number of photons that are equal to the standard deviation of the
dark image.

Problem 3.9: ∗∗Covariance propagation

A line sensor has five sensor elements. In a first post processing step, the signals
of two neighboring elements are averaged (so called running mean) According
to Section 3.3.3 this corresponds to the linear transform

h = 1
2

⎡
⎢⎢⎢⎣

1 1 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 1

⎤
⎥⎥⎥⎦g.

Compute the covariance matrix of h assuming that g is a vector with 5 uncor-
related RVs with equal variance σ 2. Also compute the variance of the mean of
h ((h1 + h2 + h3 + h4)/4) and compare it with the variance of the mean of g
((g1 + g2 + g3 + g4 + g5)/5). Analyze the results!

3.7 Further Readings

An introduction to random signals is given by Rice [166]. A detailed account of
the theory of probability and random variables can be found in Papoulis [151].
The textbook of Rosenfeld and Kak [174] gives a good introduction to stochastic
processes with respect to image processing. Spectral analysis is discussed in
Marple Jr. [133].



4 Neighborhood Operations

4.1 Basic Properties and Purpose

4.1.1 Object Recognition and Neighborhood Operations

An analysis of the spatial relations of the gray values in a small neigh-
borhood provides the first clue for the recognition of objects in images.
Let us take a scene containing objects with uniform radiance as a simple
example. If the gray value does not change in a small neighborhood, the
neighborhood lies within an object. If, however, the gray value changes
significantly, an edge of an object crosses the neighborhood. In this way,
we recognize areas of constant gray values and edges.

Just processing individual pixels in an image by point operations does
not provide this type of information. In Chapter 10 we show in detail
that such operations are only useful as an initial step of image process-
ing to correct inhomogeneous and nonlinear responses of the imaging
sensor, to interactively manipulate images for inspection, or to improve
the visual appearance.

A new class of operations is necessary that combines the pixels of a
small neighborhood in an appropriate manner and yields a result that
forms a new image. Operations of this kind belong to the general class of
neighborhood operations. These are the central tools for low-level image
processing. This is why we discuss the possible classes of neighborhood
operations and their properties in this chapter.

The result of any neighborhood operation is still an image. However,
its content has been changed. A properly designed neighborhood oper-
ation to detect edges, for instance, should show bright values at pixels
that belong to an edge of an object while all other pixels — independent
of their gray value — should show low values. This example illustrates
that by the application of a neighborhood operator, information is gen-
erally lost. We can no longer infer the original gray values. This is why
neighborhood operations are also called filters. They extract a certain
feature of interest from an image. The image resulting from a neighbor-
hood operator is therefore also called a feature image.

It is obvious that operations combining neighboring pixels to form a
new image can perform quite different image processing tasks:

• Detection of simple local structures such as edges, corners, lines, and
areas of constant gray values (Chapters 12 and 13)
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• Motion determination (Chapter 14)

• Texture analysis (Chapter 15)

• Reconstruction of images taken with indirect imaging techniques such
as tomography (Chapter 17)

• Restoration of images degraded by defocusing, motion blur, or similar
errors during image acquisition (Chapter 17)

• Correction of disturbances caused by errors in image acquisition or
transmission. Such errors will result in incorrect gray values for a
few individual pixels (Chapter 17)

4.1.2 General Definition

A neighborhood operatorN takes the values of the neighborhood around
a point, performs some operations with them, and writes the result back
on the pixel. This operation is repeated for all points of the signal.

Definition 4.1 (Continuous neighborhood operator) A continuous neigh-
borhood operator maps a multidimensional continuous signal g(x) onto
itself by the following operation

g′(x) = N({g(x′)},∀(x − x′) ∈M) (4.1)

where M is a compact area.

The area M is called mask, window , region of support , or structure
element of the neighborhood operation. For the computation of g′(x),
the size and shape ofM determine the neighborhood operation by spec-
ifying the input values of g in the areaM that is shifted with its origin to
the point x. The neighborhood operation N itself is not specified here.
It can be of any type. For symmetry reasons the mask is often symmetric
and has its origin in the symmetry center.

Definition 4.2 (Discrete neighborhood operator) A discrete neighborhood
operator maps an M ×N matrix onto itself by the operation

G′m,n = N(Gm′−m,n′−n,∀
[
m′, n′

]T ∈M), (4.2)

where M is now a discrete set of points.

Expressions equivalent to Def. 4.2 can easily be written for dimensions
other than two. Although Eqs. (4.1) and (4.2) do not specify in any way
the type of neighborhood operation that is performed, they still reveal
the common structure of all neighborhood operations.
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4.1.3 Mask Size and Symmetry

The first characteristic of a neighborhood operation is the size of the
neighborhood. The window may be rectangular or of any other form.
We must also specify the position of the pixel relative to the window
that will receive the result of the operation. With regard to symmetry,
the most natural choice is to place the result of the operation at the pixel
in the center of an odd-sized mask of the size (2R + 1)× (2R + 1).

Even-sized masks seem not to be suitable for neighborhood opera-
tions because there is no pixel that lies in the center of the mask. If the
result of the neighborhood operation is simply written back to pixels
that lie between the original pixels in the center of the mask, we can ap-
ply them nevertheless. Thus, the resulting image is shifted by half the
pixel distance into every direction. Because of this shift, image features
computed by even-sized masks should never be combined with original
gray values because this would lead to considerable errors. If we apply
several masks in parallel and combine the resulting feature images, all
masks must be either even-sized or odd-sized into the same direction.
Otherwise, the output lattices do not coincide.

4.1.4 Operator Notation

It is useful to introduce an operator notation for neighborhood operators.
In this way, complex composite neighbor operations are easily compre-
hensible. All operators will be denoted by calligraphic letters, such as
B,D,H ,S. The operator H transforms the image G into the image G′:
G′ = HG. This notation can be used for continuous and discrete signals
of any dimension and leads to a compact representation-independent no-
tation of signal-processing operations.

Writing the operators one after the other denotes consecutive appli-
cation. The rightmost operator is applied first. An exponent expresses
consecutive application of the same operator

HH . . .H︸ ︷︷ ︸
p times

=H p. (4.3)

If the operator acts on a single image, the operand, which is to the right
in the equations, can be omitted. In this way, operator equations can
be written without targets. Furthermore, we will use braces in the usual
way to control the order of execution. We can write basic properties of
operators in an easily comprehensible way, e. g.,

commutativity H1H2 =H2H1

associativity H1(H2H3) = (H1H2)H3

distributivity over addition (H1 +H2)H3 =H1H3 +H2H3

(4.4)
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Other operations such as addition can also be used in this operator
notation. Care must be taken, however, with any nonlinear operation. As
soon as a nonlinear operator is involved, the order in which the operators
are executed must strictly be given.

A simple example for a nonlinear operator is pointwise multiplication
of images, a dyadic point operator. As this operator occurs frequently,
it is denoted by a special symbol, a centered dot (·). This symbol is
required in order to distinguish it from successive application of opera-
tors. The operator expressionB(Dp·Dq), for instance, means: apply the
operators Dp and Dq to the same image, multiply the result pointwise,
and apply the operator B to the product image. Without parentheses the
expression BDp ·Dq would mean: apply the operator Dq to the image
and apply the operator Dp and B to the same image and then multi-
ply the results point by point. The used operator notation thus gives
monadic operators precedence over dyadic operators. If required for
clarity, a placeholder for an object onto which an operator is acting is
used, denoted by the symbol “:”. With a placeholder, the aforementioned
operator combination is written as B(Dp : ·Dq :).

In the remainder of this chapter we will discuss the two most im-
portant classes of neighborhood operations, linear shift-invariant filters
(Section 4.2) and rank value filters (Section 4.3). An extra section is de-
voted to a special subclass of linear-shift-invariant filters, known as re-
cursive filters (Section 4.5).

4.2 Linear Shift-Invariant Filters

4.2.1 Discrete Convolution

First we focus on the question as to how we can combine the gray values
of pixels in a small neighborhood.

The elementary combination of the pixels in the window is given by an
operation which multiplies each pixel in the range of the filter mask with
the corresponding weighting factor of the mask, adds up the products,
and writes the sum to the position of the center pixel:

g′mn =
r∑

m′=−r

r∑
n′=−r

hm′n′gm−m′,n−n′

=
r∑

m′′=−r

r∑
n′′=−r

h−m′′,−n′′gm+m′′,n+n′′ .
(4.5)

In Section 2.3.4, the discrete convolution was defined in Eq. (2.55) as:

g′mn =
M−1∑
m′=0

N−1∑
n′=0

hm′n′gm−m′,n−n′ (4.6)
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Both definitions are equivalent if we consider the periodicity in the space
domain given by Eq. (2.42). From Eq. (2.42) we infer that negative indices
are equivalent to positive coefficients by the relations

g−n = gN−n, g−n,−m = gN−n,M−m. (4.7)

The restriction of the sum in Eq. (4.5) reflects the fact that the elements of
the matrix H are zero outside the few points of the (2R + 1)× (2R + 1)
filter mask. Thus the latter representation is much more practical and
gives a better comprehension of the filter operation. For example, the
following 3× 3 filter mask and the M ×N matrix H are equivalent

⎡
⎢⎣ 0 −1 −2

1 0• −1
2 1 0

⎤
⎥⎦ ≡

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0• −1 0 . . . 0 1
1 0 0 . . . 0 2
0 0 0 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 0 0
−1 −2 0 . . . 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.8)

AW -dimensional filter operation can be written with a simplified vec-
tor indexing:

g′n =
R∑

n′=−R
h−n′gn+n′ (4.9)

with n = [n1, n2, . . . , nW], R = [R1, R2, . . . , RW], where gn is an element
of a W -dimensional signal gn1,n2,...,nW . The notation for the sums in this
equation is an abbreviation for

R∑
n′=−R

=
R1∑

n′1=−R1

R2∑
n′2=−R2

. . .
RW∑

n′W=−RW
. (4.10)

The vectorial indexing introduced here allows writing most of the rela-
tions for signals of arbitrary dimension in a simple way.

4.2.2 Symmetries

With regard to symmetry, we can distinguish two important classes of
filters: even and odd filters with the condition in one or more directions
that

h−m,n = ±hmn or hm,−n = ±hmn, (4.11)

where the + and − signs stand for even and odd symmetry. From this
definition we can immediately reduce Eq. (4.5) to make the computation
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of one-dimensional filters more efficient:

even: g′mn = h0gm,n +
r∑

n′=1

hn′(gm,n−n′ + gm,n+n′)

odd: g′mn =
r∑

n′=1

hn′(gm,n−n′ − gm,n+n′).
(4.12)

The sums only run over half of the filter mask, excluding the center
pixel, which must be treated separately because it has no symmetric
counterpart. It can be omitted for the odd filter since the coefficient at
the center pixel is zero according to Eq. (4.11).

In the 2-D case, the equations become more complex because it is
now required to consider the symmetry in each direction separately. A
2-D filter with even symmetry in both directions reduces to

g′m,n = h00gnm

+
r∑

n′=1

h0n′(gm,n−n′ + gm,n+n′)

+
r∑

m′=1

hm′0(gm−m′,n + gm+m′,n)

+
r∑

m′=1

r∑
n′=1

hm′n′(gm−m′,n−n′ + gm−m′,n+n′

+gm+m′,n−n′ + gm+m′,n+n′).

(4.13)

2-D filters can have different types of symmetries in different direc-
tions. For example, they can be odd in horizontal and even in vertical
directions. Then

g′m,n =
r∑

n′=1

h0n′(gm,n−n′ − gm,n+n′)

+
r∑

m′=1

r∑
n′=1

hm′n′(gm−m′,n−n′ − gm−m′,n+n′

+gm+m′,n−n′ − gm+m′,n+n′).

(4.14)

The equations for higher dimensions are even more complex [91].

4.2.3 Computation of Convolution

The discrete convolution operation is such an important operation that
it is worth studying it in detail to see how it works. First, we might be
confused by the negative signs of the indices m′ and n′ for either the
mask or the image in Eq. (4.5). This just means that we reflect either the
mask or the image at its symmetry center before we put the mask over
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Figure 4.1: Illustration of the discrete convolution operation with a 3× 3 filter
mask.

the image. We will learn the reason for this reflection in Section 4.2.5. If
we want to calculate the result of the convolution at the point [m,n]T ,
we center the reflected mask at this point, perform the convolution, and
write the result back to position [m,n]T (Fig. 4.1). This operation is
performed for all pixels of the image.

Close to the border of the image, when the filter mask extends over
the edge of the image, we run into difficulties as we are missing some
image points. The theoretically correct way to solve this problem ac-
cording to the periodicity property discussed in Section 2.3.4, especially
equation Eq. (2.42), is to take into account that finite image matrices
must be thought of as being repeated periodically. Consequently, when
we arrive at the left border of the image, we take the missing points from
the right edge of the image. We speak of a cyclic convolution. Only this
type of convolution will reduce to a multiplication in the Fourier space
(Section 2.3).

In practice, this approach is seldom chosen because the periodic rep-
etition is artificial, inherently related to the sampling of the image data
in Fourier space. Instead, we add a border area to the image with half
the width of the filter mask. Into this border area we write zeros or we
extrapolate in one way or another the gray values from the gray values
at the edge of the image. The simplest type of extrapolation is to write
the gray values of the edge pixels into the border area. Although this
approach gives less visual distortion at the edge of the image than cyclic
convolution, we do introduce errors at the edge of the image in a border
area with a width of half the size of the filter mask. If we choose any
type of extrapolation method, the edge pixels receive too much weight.
If we set the border area to zero, we introduce horizontal and vertical
edges at the image border.

In conclusion, no perfect method exists to handle pixels close to
edges correctly with neighborhood operations. In one way or another,
errors are introduced. The only safe way to avoid errors is to ensure that
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Figure 4.2: Image convolution by scanning the convolution mask line by line
over the image. At the shaded pixels the gray value has already been replaced
by the convolution sum. Thus the gray values at the shaded pixels falling within
the filter mask need to be stored in an extra buffer.

objects of interest keep a safe distance from the edge of at least half the
size of the largest mask used to process the image.

Equation (4.5) indicates that none of the calculated gray values G′mn
will flow into the computation at other neighboring pixels. Thus, if we
want to perform the filter operation in-place, we run into a problem. Let
us assume that we perform the convolution line by line and from left to
right. Then the gray values at all pixel positions above and to the left
of the current pixel are already overwritten by the previously computed
results (Fig. 4.2).

Consequently, we need to store the gray values at these positions in
an appropriate buffer. Efficient algorithms for performing this task are
described in Jähne [91] and Jähne et al. [96, Vol. 2, Chap. 5].

The number of elements contained in the mask increases consider-
ably with its size and dimension. A W -dimensional mask with a linear
size of R contains RW elements. The higher the dimension, the faster
the number of elements increases with the size of the mask. In higher
dimensions, even small neighborhoods include hundreds or thousands
of elements.

The challenge for efficient computation schemes is to decrease the
number of computations from O(RW) to a lower order. This means that
the number of computations is no longer proportional to RW but rather
to a lower power of R. The ultimate goal is to achieve computation
schemes that increase only linearly with the size of the mask (O(R1)) or
that do not depend at all on the size of the mask (O(R0)).

4.2.4 Linearity and Shift Invariance

Linear operators are defined by the principle of superposition.
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Definition 4.3 (Superposition principle) If G and G′ are two W -dimen-
sional complex-valued signals, a and b are two complex-valued scalars,
and H is an operator, then the operator is linear if and only if

H (aG+ bG′) = aHG+ bHG′. (4.15)

We can generalize Def. 4.3 to the superposition of many inputs:

H
⎛
⎝∑
k
akGk

⎞
⎠ =∑

k
akHGk. (4.16)

The superposition states that we can decompose a complex signal
into simpler components. We can apply a linear operator to these com-
ponents and then compose the resulting response from that of the com-
ponents.

Another important property of an operator is shift invariance (also
known as translation invariance or homogeneity). It means that the re-
sponse of the operator does not depend explicitly on the position in the
image. If we shift an image, the output image is the same but for the shift
applied. We can formulate this property more elegantly if we define a
shift operator mnS as

mnSgm′n′ = gm′−m,n′−n. (4.17)

Then we can define a shift-invariant operator in the following way:

Definition 4.4 (Shift invariance) An operator is shift invariant if and only
if it commutes with the shift operator S:

H mnS = mnSH . (4.18)

From the definition of the convolution operation Eqs. (4.5) and (4.9), it
is obvious that it is both linear and shift invariant. This class of operators
is called linear shift-invariant operators (LSI operators). In the context
of time series, the same property is known as linear time-invariant (LTI ).
Note that the shift operator mnS itself is an LSI operator.

4.2.5 Point Spread Function

The linearity and shift-invariance make it easy to understand the re-
sponse to a convolution operator. As discussed in Section 2.3.1, we can
decompose any discrete image (signal) into its individual points or basis
images mnP (Eq. (2.10)):

G =
M−1∑
m=0

N−1∑
n=0

GmnmnP. (4.19)
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Linearity says that we can apply an operator to each basis image and
then add up the resulting images. Shift invariance says that the response
to each of the point images is the same except for a shift. Thus, if we
know the response to a point image, we can compute the response to
any image.

Consequently, the response to a point image has a special meaning.
It is known as the point spread function (PSF , for time series often de-
noted as impulse response, the response to an impulse). The PSF of a
convolution or LSI operator is identical to its mask:

p′mn =
r∑

m′=−r

r∑
n′=−r

h−m′,−n′ 00pm+m′,n+n′ = hm,n (4.20)

and completely describes a convolution operator in the spatial domain.
The PSF offers another but equivalent view of convolution. The convo-

lution sum in Eq. (4.5) says that each pixel becomes a linear combination
of neighboring pixels. The PSF says that each pixel is spread out into the
neighborhood as given by the PSF.

4.2.6 Transfer Function

In Section 2.3, we discussed that an image can also be represented in
the Fourier domain. This representation is of special importance for lin-
ear filters since the convolution operation reduces to a multiplication in
the Fourier domain according to the convolution theorem (Theorem 2.4,
p. 54).

g ∗ h ◦ • Nĝĥ, G∗H ◦ • MNĜĤ (4.21)

The factors N and MN result from the definition of the discrete
Fourier transform after Eq. (2.69)b. Therefore we include the factors N
and MN , respectively, into the definition of the transfer function. This
means that in all further equations Nĥ and MNĤ is replaced by ĥ and
Ĥ, respectively.

The Fourier transform of the convolution mask or PSF is known as the
transfer function (TF ) of the linear filter. The transfer function has an
important practical meaning. For each wave number, it gives the factor
by which a periodic structure is multiplied using the filter operation.

Note that this factor is a complex number (Section 2.3.1). Thus a
periodic structure experiences not only a change in the amplitude but
also a phase shift:

ĝ′u,v = ĥu,vĝu,v = rh exp(iϕh)rg exp(iϕg)

= rhrg exp[i(ϕh +ϕg)],
(4.22)

where the complex numbers are represented in the second part of the
equation with their magnitude and phase as complex exponentials.
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The symmetry of the filter masks, as discussed in Section 4.2.2, sim-
plifies the transfer function considerably. We can then combine the cor-
responding symmetric terms in the Fourier transform of the PSF:

ĥv =
R∑

n′=−R
hn′ exp

(
−2π inv

N

)
(with h−n′ = ±hn′)

= h0 +
R∑

n′=1

hn′
(

exp
(
−2π inv

N

)
± exp

(
2π inv
N

))
.

(4.23)

These equations can be further simplified by replacing the discrete
wave number by the scaled continuous wave number

k̃ = 2v/N, with −N/2 ≤ v < N/2. (4.24)

The scaled wave number k̃ is confined to the interval [−1,1[. A wave
number at the edge of this interval corresponds to the maximal wave
number that meets the sampling theorem (Section 9.2.3).

Using the Euler equation exp(ix) = cosx + i sinx, Eq. (4.23) reduces
for 1-D even and odd filters to:

even: ĥ(k̃) = h0 + 2
R∑

n′=1

hn′ cos(n′πk̃)

odd: ĥ(k̃) = −2i
R∑

n′=1

hn′ sin(n′πk̃).
(4.25)

Correspondingly, a (2R + 1)× (2R + 1) mask with even horizontal and
vertical symmetry results in the transfer function

ĥ(k̃) = h00

+ 2
R∑

n′=1

h0n′ cos(n′πk̃1)+ 2
R∑

m′=1

hm′0 cos(m′πk̃2)

+ 4
R∑

m′=1

R∑
n′=1

hm′n′ cos(n′πk̃1) cos(m′πk̃2).

(4.26)

Similar equations are valid for other symmetry combinations.
Equations (4.25) and (4.26) are very useful, because they give a straight-

forward relationship between the coefficients of a filter mask and the
transfer function. They will be our main tool to study the properties of
filters for specific image processing tasks in Chapters 11–15.

4.2.7 Further Properties

In this section, we discuss some further properties of convolution oper-
ators that will be useful for image and signal processing.
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Property 4.1 (Commutativity) LSI operators are commutative:

HH′ =H′H , (4.27)

i. e., the order in which we apply convolution operators to an image does
not matter. This property is easy to prove in the Fourier domain, because
there the operators reduce to a commutative multiplication.

Property 4.2 (Associativity) LSI operators are associative:

H′H′′ = H . (4.28)

Because LSI operations are associative, we can compose a complex oper-
ator out of simple operators. Likewise, we can try to decompose a given
complex operator into simpler operators. This feature is essential for an
effective implementation of convolution operators. As an example, we
consider the operator

⎡
⎢⎢⎢⎢⎢⎢⎣

1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1

⎤
⎥⎥⎥⎥⎥⎥⎦ . (4.29)

We need 25 multiplications and 24 additions per pixel with this convo-
lution mask. We can easily verify, however, that we can decompose this
mask into a horizontal and vertical mask:⎡

⎢⎢⎢⎢⎢⎢⎣

1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1

⎤
⎥⎥⎥⎥⎥⎥⎦ = [1 4 6 4 1]∗

⎡
⎢⎢⎢⎢⎢⎢⎣

1
4
6
4
1

⎤
⎥⎥⎥⎥⎥⎥⎦ . (4.30)

Applying the two convolutions with the smaller masks one after the
other, we need only 10 multiplications and 8 additions per pixel when
the operation is applied to the entire image. Filter masks which can be
decomposed into one-dimensional masks along the axes are called sep-
arable masks. We will denote one-dimensional operators with an index
indicating the axis. We can then write a separable operator B in a three-
dimensional space:

B = BzByBx. (4.31)

In case of one-dimensional masks directed in orthogonal directions, the
convolution reduces to an outer product. Separable filters are more effi-
cient the higher the dimension of the space. Let us consider a 9× 9× 9
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filter mask as an example. A direct implementation would cost 729 mul-
tiplications and 728 additions per pixel, while a separable mask of the
same size would need just 27 multiplications and 24 additions, a factor
of about 30 fewer operations.

Property 4.3 (Distributivity over Addition) LSI operators are distribu-
tive over addition:

H′ +H′′ = H . (4.32)

Because LSI operators are elements of the same vector space to which
they are applied, we can define addition of the operators by the addition
of the vector elements. Because of this property we can also integrate
operator additions and subtractions into our general operator notation
introduced in Section 4.1.4.

4.2.8 Error Propagation with Filtering

Filters are applied to measured data that show noise. Therefore it is im-
portant to know how the statistical properties of the filtered data can
be inferred from those of the original data. In principle, we solved this
question in Section 3.3.3. The covariance matrix of the linear combina-
tion g′ = Mg of a random vector g is according to Eq. (3.27) given as

cov(g′) =M cov(g)MT . (4.33)

Now we need to apply this result to the special case of a convolution.
First, we consider only 1-D signals. We assume that the covariance matrix
of the signal is homogeneous, i. e., depends only on the distance of the
points and not the position itself. Then the variance σ 2 for all elements
is equal. Furthermore, the values on the off-diagonals are also equal and
the covariance matrix takes the simple form

cov(g) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σ0 σ1 σ2 . . . . . .

σ−1 σ0 σ1 σ2 . . .

σ−2 σ−1 σ0 σ1 . . .
... σ−2 σ−1 σ0 . . .
...

...
...

...
. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.34)

where the index indicates the distance between the points and σ0 =
σ 2. Generally, the covariance decreases with increasing pixel distance.
Often, only a limited number of covariances σp differ from zero. With
statistically uncorrelated pixels, only σ0 = σ 2 is nonzero.
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Because the linear combinations described by M have the special
form of a convolution, the matrix has the same form as the homoge-
neous covariance matrix. For a filter with three coefficients M reduces
to

M =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 h−1 0 0 0 . . .

h1 h0 h−1 0 0 . . .

0 h1 h0 h−1 0 . . .

0 0 h1 h0 h−1 . . .

0 0 0 h1 h0 . . .
...

...
...

...
...

. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.35)

Apart from edge effects, the matrix multiplications in Eq. (4.33) re-
duce to convolution operations. We introduce the autocovariance vector
σ = [. . . , σ−1, σ0, σ1, . . .]T . Then we can write Eq. (4.33) as

σ′ = −h∗σ∗ h = σ∗ −h∗ h = σ	 (h	 h), (4.36)

where −h is the reflected convolution mask: −hn = h−n. In the last
step, we replaced the convolution by a correlation. The convolution of σ
with h	h can be replaced by a correlation, because the autocorrelation
function of a real-valued function is a function of even symmetry.

In the case of uncorrelated data, the autocovariance vector is a delta
function and the autocovariance vector of the noise of the filtered vector
reduces to

σ′ = σ 2(h	 h). (4.37)

For a filter with R coefficients, now 2R − 1 values of the autocovariance
vector are non-zero. This means that in the filtered signal pixels with a
maximal distance of R − 1 are now correlated with each other.

Because the covariance vector of a convoluted signal can be described
by a correlation, we can also compute the change in the noise spectrum,
i. e., the power spectrum of the noise, caused by a convolution operation.
It is just required to Fourier transform Eq. (4.36) under consideration of
the correlation theorem (�R7). Then we get

σ′ = σ	 (h	 h) ◦ • σ̂ ′(k) = σ̂ (k)
∣∣∣ĥ(k)∣∣∣2

. (4.38)

This means that the noise spectrum of a convolved signal is given by the
multiplication of the noise spectrum of the input data by the square of
the transfer function of the filter. With Eqs. (4.36) and (4.38) we have
everything at hand to compute the changes of the statistical parameters
of a signal (variance, autocovariance matrix, and noise spectrum) caused
by a filter operation. Going back from Eq. (4.38), we can conclude that
Eq. (4.36) is not only valid for 1-D signals but for signals with arbitrary
dimensions.
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Figure 4.3: Illustration of the principle of rank value filters with a 3× 3 median
filter.

4.3 Rank Value Filters

The considerations on how to combine pixels have resulted in the power-
ful concept of linear shift-invariant systems. Thus we might be tempted
to think that we have learnt all we need to know for this type of image
processing operation. This is not the case. There is another class of
operations which works on a quite different principle.

We might characterize a convolution with a filter mask by weighting
and summing up. Comparing and selecting characterize the class of
operations to combine neighboring pixels we are considering now. Such
a filter is called a rank-value filter . For this we take all the gray values of
the pixels that lie within the filter mask and sort them by ascending gray
value. This sorting is common to all rank value filters. They only differ
by the position in the list from which the gray value is picked out and
written back to the center pixel. The filter operation which selects the
medium value is called the median filter . Figure 4.3 illustrates how the
median filter works. The filters choosing the minimum and maximum
values are denoted as the minimum and maximum filter , respectively.

The median filter is a nonlinear operator. For the sake of simplicity,
we consider a one-dimensional case with a 3-element median filter. It is
easy to find two vectors for which the median filter is not linear. First
we apply the median filter to the sum of two signals. This results in

M ([· · · 0 1 0 0 · · · ]+ [· · · 0 0 1 0 · · · ]) = [· · · 0 1 1 0 · · · ] .
Then we apply the median filter first to the two components before we
add the two results:

M [· · · 0 1 0 0 · · · ]+M [· · · 0 0 1 0 · · · ] = [· · · 0 0 0 0 · · · ] .
The results of both computations are different. This proves that the
median filter is nonlinear.
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There are a number of significant differences between convolution
filters and rank value filters. Most important, rank value filters belong
to the class of nonlinear filters. Consequently, it is much more diffi-
cult to understand their general properties. As rank value filters do not
perform arithmetic operations but select pixels, we will never run into
rounding problems. These filters map a discrete set of gray values onto
themselves.

4.4 LSI-Filters: Further Properties

4.4.1 Convolution, Linearity, and Shift Invariance

In Section 4.2.4 we saw that a convolution operator is a linear shift invariant
operator. But is the reverse also true that any linear shift-invariant operator is
also a convolution operator? In this section we are going to prove this statement.
From our considerations in Section 4.2.5, we are already familiar with the point
spread function of continuous and discrete operators. Here we introduce the
formal definition of the point spread function for an operatorH onto anM ×N-
dimensional vector space:

H =H 00P. (4.39)

Now we can use the linearity Eq. (4.16) and the shift invariance Eq. (4.18) of the
operator H and the definition of the impulse response Eq. (4.39) to calculate
the result of the operator on an arbitrary image G in the space domain

(HG)mn =
⎡
⎣H

⎡
⎣M−1∑
m′=0

N−1∑
n′=0

gm′n′ m
′n′P

⎤
⎦
⎤
⎦
mn

with Eq. (4.16)

=
⎡
⎣M−1∑
m′=0

N−1∑
n′=0

gm′n′H m′n′P

⎤
⎦
mn

linearity

=
⎡
⎣M−1∑
m′=0

N−1∑
n′=0

gm′n′H m′n′S 00P

⎤
⎦
mn

with Eq. (4.17)

=
⎡
⎣M−1∑
m′=0

N−1∑
n′=0

gm′n′ m
′n′SH 00P

⎤
⎦
mn

=
⎡
⎣M−1∑
m′=0

N−1∑
n′=0

gm′n′ m
′n′SH

⎤
⎦
mn

with Eq. (4.39)

=
M−1∑
m′=0

N−1∑
n′=0

gm′n′hm−m′,n−n′ with Eq. (4.17)

=
M−1∑
m′′=0

N−1∑
n′′=0

gm−m′′,n−n′′hm′′,n′′
m′′ =m−m′

n′′ = n−n′ .

These calculations prove that a linear shift-invariant operator must necessarily
be a convolution operation in the space domain. There is no other operator
type which is both linear and shift invariant.
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4.4.2 Inverse Operators

Can we invert a filter operation so that we can get back the original image from
a filtered image? This question is significant because degradations such as
image blurring by motion or by defocused optics can also be regarded as filter
operations (Section 7.6.1). If an inverse operator exists and if we know the point
spread function of the degradation, we can reconstruct the original, undisturbed
image. The problem of inverting a filter operation is known as deconvolution or
inverse filtering.

By considering the filter operation in the Fourier domain, we immediately recog-
nize that we can only reconstruct those wave numbers for which the transfer
function of the filter does not vanish. In practice, the condition for inversion
of a filter operation is much more restricted because of the limited quality of
the image signals. If a wave number is attenuated below a critical level, which
depends on the noise and quantization (Section 9.5), it will not be recoverable.
It is obvious that these conditions limit the power of a straightforward inverse
filtering considerably. The problem of inverse filtering is considered further in
Chapter 17.5.

4.4.3 Eigenfunctions

Next we are interested in the question whether special types of images E exist
which are preserved by a linear shift-invariant operator, except for multipli-
cation with a scalar. Intuitively, it is clear that these images have a special
importance for LSI operators. Mathematically speaking, this means

HE = λE. (4.40)

A vector (image) which meets this condition is called an eigenvector (eigenim-
age) or characteristic vector of the operator, the scaling factor λ an eigenvalue
or characteristic value of the operator.

In order to find the eigenimages of LSI operators, we discuss the shift opera-
tor S. It is quite obvious that for real images only a trivial eigenimage exists,
namely a constant image. For complex images, however, a whole set of eigenim-
ages exists. We can find it when we consider the shift property of the complex
exponential

uvwmn = exp
(

2π imu
M

)
exp

(
2π inv
N

)
, (4.41)

which is given by

klS uvW = exp
(
−2π iku

M

)
exp

(
−2π ilv

N

)
uvW . (4.42)

The latter equation directly states that the complex exponentials uvW are eigen-
functions of the shift operator. The eigenvalues are complex phase factors
which depend on the wave number indices (u,v) and the shift (k, l). When the
shift is one wavelength, (k, l) = (M/u,N/v), the phase factor reduces to 1 as
we would expect.

Now we are curious to learn whether any linear shift-invariant operator has such
a handy set of eigenimages. It turns out that all linear shift-invariant operators
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have the same set of eigenimages. We can prove this statement by referring
to the convolution theorem (Section 2.3, Theorem 2.4, p. 54) which states that
convolution is a point-wise multiplication in the Fourier space. Thus each ele-
ment of the image representation in the Fourier space ĝuv is multiplied by the
complex scalar ĥuv . Each point in the Fourier space represents a base image,
namely the complex exponential uvW in Eq. (4.41) multiplied with the scalar
ĝuv . Therefore, the complex exponentials are eigenfunctions of any convolu-
tion operator. The eigenvalues are then the elements of the transfer function,
ĥuv . In conclusion, we can write

H (ĝuv uvW) = ĥuvĝuv uvW . (4.43)

The fact that the eigenfunctions of LSI operators are the basis functions of the
Fourier domain explains why convolution reduces to a multiplication in Fourier
space and underlines the central importance of the Fourier transform for image
processing.

4.5 Recursive Filters

4.5.1 Introduction

As convolution requires many operations, the question arises whether it is pos-
sible or even advantageous to include the already convolved neighboring gray
values into the convolution at the next pixel. In this way, we might be able to do
a convolution with fewer operations. In effect, we are able to perform convolu-
tions with much less computational effort and also more flexibility. However,
these filters, which are called recursive filters, are much more difficult to under-
stand and to handle — especially in the multidimensional case.

For a first impression, we consider a very simple example. The simplest 1-D
recursive filter we can think of has the general form

g′n = αg′n−1 + (1−α)gn. (4.44)

This filter takes the fractionα from the previously calculated value and the frac-
tion 1−α from the current pixel. Recursive filters, in contrast to nonrecursive
filters, work in a certain direction, in our example from left to right. For time
series, the preferred direction seems natural, as the current state of a signal de-
pends only on previous values. Filters that depend only on the previous values
of the signal are called causal filters. For spatial data, however, no preferred
direction exists. Consequently, we have to search for ways to construct filters
with even and odd symmetry as they are required for image processing from
recursive filters.

With recursive filters, the point spread function is no longer identical to the
filter mask, but must be computed. From Eq. (4.44), we can calculate the point
spread function or impulse response of the filter as the response of the filter to
the discrete delta function (Section 4.2.5)

δn =
{

1 n = 0

0 n ≠ 0
. (4.45)
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Figure 4.4: Point spread function of the recursive filter g′n = αg′n−1 + (1−α)gn
for a α = 1/2 and b α = 15/16.

Recursively applying Eq. (4.44), we obtain

g′−1 = 0, g′0 = 1−α, g′1 = (1−α)α, . . . , g′n = (1−α)αn. (4.46)

This equation shows three typical general properties of recursive filters:

• First, the impulse response is infinite (Fig. 4.4), despite the finite number of
coefficients. For |α| < 1 it decreases exponentially but never becomes exactly
zero. In contrast, the impulse response of nonrecursive convolution filters
is always finite. It is equal to the size of the filter mask. Therefore the two
types of filters are sometimes named finite impulse response filters (FIR filter )
and infinite impulse response filters (IIR filter ).

• FIR filters are always stable. This means that the impulse response is finite.
Then the response of a filter to any finite signal is finite. This is not the
case for IIR filters. The stability of recursive filters depends on the filter co-
efficients. The filter in Eq. (4.44) is unstable for |α| > 1, because then the
impulse response diverges. In the simple case of Eq. (4.44) it is easy to recog-
nize the instability of the filter. Generally, however, it is much more difficult
to analyze the stability of a recursive filter, especially in two dimensions and
higher.

• Any recursive filter can be replaced by a nonrecursive filter, in general with
an infinite-sized mask. Its mask is given by the point spread function of the
recursive filter. The inverse conclusion does not hold. This can be seen by
the very fact that a non-recursive filter is always stable.

4.5.2 Transfer Function, z-Transform, and Stable Response

After this introductory example, we are ready for a more formal discussion of
recursive filters. Recursive filters include results from previous convolutions at
neighboring pixels into the convolution sum and thus become directional. We
discuss here only 1-D recursive filters. The general equation for a filter running
from left to right is

g′n = −
S∑

n′′=1

an′′g′n−n′′ +
R∑

n′=−R
hn′gn−n′ . (4.47)
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While the neighborhood of the nonrecursive part (coefficients h) is symmetric
around the central point, the recursive part (coefficients a) uses only previously
computed values. Such a recursive filter is called a causal filter .

If we put the recursive part on the left hand side of the equation, we observe
that the recursive filter is equivalent to the following difference equation, also
known as an ARMA(S,R) process (autoregressive moving average process):

S∑
n′′=0

an′′g′n−n′′ =
R∑

n′=−R
hn′gn−n′ with a0 = 1. (4.48)

The transfer function of such a filter with a recursive and a nonrecursive part
can be computed by applying the discrete Fourier transform (Section 2.3.2) and
making use of the shift theorem (Theorem 2.3, p. 54). Then

ĝ′(k)
S∑

n′′=0

an′′ exp(−2π in′′k) = ĝ(k)
R∑

n′=−R
hn′ exp(−2π in′k). (4.49)

Thus the transfer function is

ĥ(k) = ĝ
′(k)
ĝ(k)

=

R∑
n′=−R

hn′ exp(−2π in′k)

S∑
n′′=0

an′′ exp(−2π in′′k)

. (4.50)

The zeros of the numerator and the denominator govern the properties of the
transfer function. Thus, a zero in the nonrecursive part of the transfer function
causes a zero in the transfer function, i. e., vanishing of the corresponding wave
number. A zero in the recursive part causes a pole in the transfer function, i. e.,
an infinite response.

A determination of the zeros and thus a deeper analysis of the transfer function
is not possible from Eq. (4.50). It requires an extension similar to the extension
from real numbers to complex numbers that was used to introduce the Fourier
transform (Section 2.3.2). We observe that the expressions for both the numera-
tor and the denominator are polynomials in the complex exponential exp(2π ik)
of the form

S∑
n=0

an (exp(−2π ik))n . (4.51)

The complex exponential has a magnitude of one and thus covers the unit circle
in the complex plane. The zeros of the polynomial need not to be located one
the unit circle but can be an arbitrary complex number. Therefore, it is useful
to extend the polynomial so that it covers the whole complex plane. This is
possible with the expression z = r exp(2π ik) that describes a circle with the
radius r in the complex plane.

With this extension we obtain a polynomial of the complex number z. As such
we can apply the fundamental law of algebra that states that any polynomial of



4.5 Recursive Filters 125

degree N can be factorized into N factors containing the roots or zeros of the
polynomial:

N∑
n=0

anzn = aNzN
N∏
n=1

(
1− rnz−1

)
. (4.52)

With Eq. (4.52) we can factorize the recursive and nonrecursive parts of the
polynomials in the transfer function into the following products:

S∑
n=0

anz−n = z−S
S∑

n′=0

aS−n′zn
′ =

S∏
n=1

(
1− dnz−1

)
,

R∑
n=−R

hnz−n = z−R
2R∑
n′=0

hR−n′zn
′ = h−RzR

2R∏
n=1

(
1− cnz−1

)
.

(4.53)

With z = exp(2π ik) the transfer function can finally be written as

ĥ(z) = h−RzR

2R∏
n′=1

(1− cn′z−1)

S∏
n′′=1

(1− dn′′z−1)

. (4.54)

Each of the factors cn′ and dn′′ is a zero of the corresponding polynomial (z =
cn′ or z = dn′′ ).
The inclusion of the factor r in the extended transfer function results in an
extension of the Fourier transform, the z-transform, which is defined as

ĝ(z) =
∞∑

n=−∞
gnz−n. (4.55)

The z-transform of the series gn can be regarded as the Fourier transform of
the series gnr−n [126]. The z-transform is the key mathematical tool to under-
stand 1-D recursive filters. It is the discrete analogue to the Laplace transform.
Detailed accounts of the z-transform are given by Oppenheim and Schafer [150]
and Poularikas [158]; the 2-D z-transform is discussed by Lim [126].

Now we analyze the transfer function in more detail. The factorization of the
transfer function is a significant advantage because each factor can be regarded
as an individual filter. Thus each recursive filter can be decomposed into a
cascade of simple recursive filters. As the factors are all of the form

fn(k̃) = 1− dn exp(−2π ik̃) (4.56)

and the impulse response of the filter must be real, the transfer function must
be Hermitian, that is, f(−k) = f∗(k). This can only be the case when either the
zero dn is real or a pair of factors exists with complex-conjugate zeros. This
condition gives rise to two basic types of recursive filters, the relaxation filter
and the resonance filter that are discussed in detail in Sections 4.5.5 and 4.5.6.
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4.5.3 Higher-Dimensional Recursive Filters

Recursive filters can also be defined in higher dimensions with the same type of
equation as in Eq. (4.47); also the transfer function and z-transform of higher-
dimensional recursive filters can be written in the very same way as in Eq. (4.50).
However, it is generally not possible to factorize the z-transform as in Eq. (4.54)
[126]. From Eq. (4.54) we can immediately conclude that it will be possible to
factorize a separable recursive filter because then the higher-dimensional poly-
nomials can be factorized into 1-D polynomials. Given these inherent mathe-
matical difficulties of higher-dimensional recursive filters, we will restrict the
further discussion on 1-D recursive filters.

4.5.4 Symmetric Recursive Filtering

While a filter that uses only previous data is natural and useful for real-time
processing of time series, it makes little sense for spatial data. There is no
“before” and “after” in spatial data. Even worse is the signal-dependent spatial
shift (delay) associated with recursive filters.

With a single recursive filter it is impossible to construct a so-called zero-phase
filter with an even transfer function. Thus it is necessary to combine multiple
recursive filters. The combination should either result in a zero-phase filter
suitable for smoothing operations or a derivative filter that shifts the phase by
90°. Thus the transfer function should either be purely real or purely imaginary
(Section 2.3.4).

We start with a 1-D causal recursive filter that has the transfer function

+ĥ(k̃) = a(k̃)+ ib(k̃). (4.57)

The superscript “+” denotes that the filter runs in positive coordinate direction.
The transfer function of the same filter but running in the opposite direction has
a similar transfer function. We replace k̃ by −k̃ and note that a(−k̃) = a(+k̃)
and b(−k̃) = −b(k̃)), because the transfer function of a real PSF is Hermitian
(Section 2.3.4), and obtain

−ĥ(k̃) = a(k̃)− ib(k̃). (4.58)

Thus, only the sign of the imaginary part of the transfer function changes when
the filter direction is reversed.

We now have three possibilities to combine the two transfer functions (Eqs. (4.57)
and (4.58)) either into a purely real or imaginary transfer function:

Addition eĥ(k̃) = 1
2

(
+ĥ(k̃)+ −ĥ(k̃)

)
= a(k̃),

Subtraction oĥ(k̃) = 1
2

(
+ĥ(k̃)− −ĥ(k̃)

)
= ib(k̃),

Multiplication ĥ(k̃) = +ĥ(k̃)−ĥ(k̃) = a2(k̃)+ b2(k̃).

(4.59)

Addition and multiplication (consecutive application) of the left and right run-
ning filter yields filters of even symmetry and a real transfer function, while
subtraction results in a filter of odd symmetry and a purely imaginary transfer
function.
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Figure 4.5: Transfer function of the relaxation filter g′n = αg′n∓1 + (1 − α)gn
applied first in forward and then in backward direction for a positive; and b
negative values of α as indicated.

4.5.5 Relaxation Filters

The simple recursive filter discussed in Section 4.5.1

g′n = a1g′n∓1 + h0gn with a1 = α, h0 = (1−α) (4.60)

and the point spread function

±r±n =
{
(1−α)αn n ≥ 0

0 else
(4.61)

is a relaxation filter . The transfer function of the filter running either in forward
or in backward direction is, according to Eq. (4.50) with Eq. (4.60), given by

±r̂ (k̃) = 1−α
1−α exp(∓π ik̃)

with α ∈ R. (4.62)

The transfer function Eq. (4.62) is complex and can be divided into its real and
imaginary parts as

±r̂ (k̃) = 1−α
1− 2α cosπk̃+α2

[
(1−α cosπk̃)∓ iα sinπk̃

]
. (4.63)

After Eq. (4.59), we can then compute the transfer function r̂ for the resulting
symmetric filter if we apply the relaxation filters successively in positive and
negative direction:

r̂ (k̃) = +r̂ (k̃)−r̂ (k̃) = (1−α)2
1− 2α cosπk̃+α2

= 1

(1+ β)− β cosπk̃
(4.64)

with

β = 2α
(1−α)2 and α = 1+ β− √

1+ 2β
β
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Figure 4.6: Analog filter for time series. a Black-box model: a signal Ui is put into
an unknown system and at the output we measure the signal Uo. b A resistor-
capacitor circuit as a simple example of an analog lowpass filter. c Damped
resonance filter consisting of an inductor L, a resistor R, and a capacitor C .

From Eq. (4.61) we can conclude that the relaxation filter is stable if |α| < 1,
which corresponds to β ∈]−1/2,∞[. As already noted, the transfer function is
one for small wave numbers. A Taylor series in k̃ results in

r̂ (k̃) ≈ 1− α
(1−α)2 (πk̃)

2 + α((1+ 10α+α2)
12(1−α2)2

(πk̃)4. (4.65)

If α is positive, the filter is a low-pass filter (Fig. 4.5a). It can be tuned by
adjusting α. If α is approaching 1, the averaging distance becomes infinite. For
negative α, the filter enhances high wave numbers (Fig. 4.5b).

This filter is the discrete analog to the first-order differential equation ẏ+τy =
0 describing a relaxation process with the relaxation time τ = −∆t/ lnα.

An example is the simple resistor-capacitor circuit shown in Fig. 4.6b. The dif-
ferential equation for this filter can be derived from Kirchhoff’s current-sum
law. The current flowing through the resistor from Ui to Uo must be equal to
the current flowing into the capacitor. Since the current flowing into a capacitor
is proportional to the temporal derivative of the potential Uo, we end up with
the first-order differential equation

Ui −Uo
R

= C ∂Uo
∂t
. (4.66)

and the time constant is given by τ = RC .

4.5.6 Resonance Filters

The second basic type of a recursive filter that we found from the discussion
of the transfer function in Section 4.5.2 has a pair of complex-conjugate zeros.
Therefore, the transfer function of this filter running in forward or backward
direction is

±ŝ(k̃) = 1

(1− r exp(iπk̃0) exp(∓iπk̃))(1− r exp(−iπk̃0) exp(∓iπk̃))

= 1

1− 2r cos(πk̃0) exp(∓iπk̃)+ r 2 exp(∓2iπk̃)
.

(4.67)

The second row of the equation shows that this recursive filter has the coeffi-
cients h0 = 1, a1 = −2r cos(πk̃0), and a2 = r 2 so that:

g′n = gn + 2r cos(πk̃0)g′n∓1 − r 2g′n∓2. (4.68)
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nance filter according to Eq. (4.67) for k̃0 = 1/4 and values for r as indicated.

a

0 5 10 15 20-1

-0.75

-0.5

-0.25

0

0.25

0.5

0.75

1

n

b

0 10 20 30 40-1

-0.75

-0.5

-0.25

0

0.25

0.5

0.75

1

n

Figure 4.8: Point spread function of the recursive resonance filter according to
Eq. (4.68) for a k̃0 = 1/4, r = 3/4 and b k̃0 = 1/4, r = 15/16.

From the transfer function in Eq. (4.67) we conclude that this filter is a bandpass
filter with a passband wave number of ±k̃0 (Fig. 4.7). For r = 1 the transfer
function has two poles at k̃ = ±k̃0.

The impulse response of this filter is after [150]

h±n =
⎧⎪⎨
⎪⎩

rn

sinπk̃0
sin[(n+ 1)πk̃0] n ≥ 0

0 n < 0
. (4.69)

This means that the filter acts as a damped oscillator. The parameter k̃0 gives
the wave number of the oscillation and the parameter r is the damping constant
(Fig. 4.8). The filter is only stable if r ≤ 1.

If we run the filter back and forth, the resulting filter has a real transfer function
ŝ(k̃) = +ŝ(k̃)−ŝ(k̃) that is given by

ŝ(k̃) = 1(
1− 2r cos[π(k̃− k̃0)]+ r 2

)(
1− 2r cos[π(k̃+ k̃0)]+ r 2

) . (4.70)

The transfer function of this filter can be normalized so that its maximal value
becomes 1 in the passband by setting the nonrecursive filter coefficient h0 to
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(1− r 2) sin(πk̃0). Then we obtain the following modified recursion

g′n = (1− r 2) sin(πk̃0)gn + 2r cos(πk̃0)g′n∓1 − r 2g′n∓2. (4.71)

For symmetry reasons, the factors become most simple for a resonance wave
number of k̃0 = 1/2. Then the recursive filter is

g′n = (1− r 2)gn − r 2g′n∓2 = gn − r 2(gn + g′n∓2) (4.72)

with the transfer function

ŝ(k̃) = (1− r 2)2

1+ r 4 + 2r 2 cos(2πk̃)
. (4.73)

The maximum response of this filter at k̃ = 1/2 is one and the minimum re-
sponse at k̃ = 0 and k̃ = 1 is [(1− r 2)/(1+ r 2)]2.

This resonance filter is the discrete analog to a linear system governed by the
second-order differential equation ÿ + 2τẏ +ω2

0y = 0, the damped harmonic
oscillator such as the LRC circuit in Fig. 4.6c. The circular eigenfrequency ω0

and the time constant τ of a real-world oscillator are related to the parameters
of the discrete oscillator, r and k̃0 by [91]

r = exp(−∆t/τ) and k̃0 =ω0∆t/π. (4.74)

4.5.7 LSI Filters and System Theory

The last example of the damped oscillator illustrates that there is a close rela-
tionship between discrete filter operations and analog physical systems. Thus,
digital filters model a real-world physical process. They pattern how the cor-
responding system would respond to a given input signal g. Actually, we will
make use of this equivalence in our discussion of image formation in Chap-
ter 7. There we will find that imaging with a homogeneous optical system is
completely described by its point spread function and that the image forma-
tion process can be described by convolution. Optical imaging together with
physical systems such as electrical filters and oscillators of all kinds can thus
be regarded as representing an abstract type of process or system, called a
linear shift-invariant system or short LSI .

This generalization is very useful for image processing, as we can describe
both image formation and image processing as convolution operations with the
same formalism. Moreover, the images observed may originate from a phys-
ical process that can be modeled by a linear shift-invariant system. Then the
method for finding out how the system works can be illustrated using the black-
box model (Fig. 4.6a). The black box means that we do not know the composition
of the system observed or, physically speaking, the laws that govern it. We can
find them out by probing the system with certain signals (input signals) and
watching the response by measuring some other signals (output signals). If it
turns out that the system is linear, it will be described completely by the impulse
response.

Many biological and medical experiments are performed in this way. Biologi-
cal systems are typically so complex that the researchers often stimulate them
with signals and watch for responses in order to find out how they work and to
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construct a model. From this model more detailed research may start to inves-
tigate how the observed system functions might be realized. In this way many
properties of biological visual systems have been discovered. But be careful —
a model is not the reality! It pictures only the aspect that we probed with the
applied signals.

4.6 Exercises

Problem 4.1: General properties of convolution operators

Interactive demonstration of general properties of linear shiftinvariant opera-
tors (dip6ex04.01).

Problem 4.2: ∗1-D convolution

Examine the following 1-D convolution masks:

a) 1/4[1 2 1]
b) 1/4[1 0 2 0 1]
c) 1/16[1 2 3 4 3 2 1]
d) 1/2[1 0 − 1]
e) [1 − 2 1]
f ) [1 0 − 2 0 1]

Answer the following questions:

1. Which symmetry do these convolution masks show?

2. Compute the transfer functions. Try to obtain the simplest possible equation
by using trigonometric identities for half and double angles.

3. Check the computed transfer functions by applying the masks to a constant
gray value structure (k̃ = 0)

. . . 1 1 1 1 1 1 . . . ,

a gray value structure with the maximal possible wave number (k̃ = 1)

. . . 1 − 1 1 − 1 1 − 1 1 . . .

and a step edge

. . . 0 0 0 0 0 1 1 1 1 1 . . . .

Problem 4.3: ∗∗2-D convolution

Answer the same questions as in Exercise 4.2 for the following 2-D convolution
masks:

a)
1

16

⎡
⎢⎣ 1 2 1

2 4 2
1 2 1

⎤
⎥⎦ , b)

1
8

⎡
⎢⎣ 1 2 1

0 0 0
−1 −2 −1

⎤
⎥⎦ ,

c)
1
4

⎡
⎢⎣ 1 2 1

2 −12 2
1 2 1

⎤
⎥⎦ , d)

1
4

⎡
⎢⎣ 1 0 −1

0 0 0
−1 0 1

⎤
⎥⎦ .
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Check if the masks are separable or can be composed in another way from the
1-D convolution masks of Exercise 4.2. This saves you a lot of computational
work!

Problem 4.4: ∗Commutativity and associativity of convolution

Show by applying the convolution masks a) and d) from Exercise 4.2 to a step
edge

. . . 0 0 0 0 0 1 1 1 1 1 . . .

that convolution is commutative and associative.

Problem 4.5: ∗Convolution masks with even number of coefficients

Also for filters with an even number of coefficients (2R), it is possible to define
filters with even and odd symmetry if we imagine the convolution result is put
on an intermediate grid. The convolution mask can be written as

[h−R, . . . , h−1, h1, . . . , hR].

The reference part (�R11) gives the equations for the transfer functions of these
masks.

1. Prove these equations by applying a shift of half a grid distance to the general
equation for the transfer function Eq. (4.23).

2. Compute the transfer functions of the two elementary masks [1 1]/2 (mean
of two neighboring points) and [1 −1] (difference of two neighboring points).

Problem 4.6: ∗∗ Manipulations of convolution masks

Examine how the transfer function of a convolution mask with (2R + 1)-coefficients
changes if you change the coefficients in the following way:

1. Complimentary filter
h′n = δn − hn

Example: [1 1 1]/3 change to [−1 2 − 1]/3
2. Partial sign change

h′n =
{
hn n even

−hn n odd

Example: [1 2 1]/4 changes to [−1 2 − 1]/4
3. Streching

h′n =
{
hn/2 n even

0 n odd

Example [1 2 1]/4 changes to [1 0 2 0 1]/4
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Problem 4.7: ∗∗∗Inverse convolution

Does an inverse operator exist for the following convolution operators?

a) 1/6[1 4 1]
b) 1/4[1 2 1]
c) 1/3[1 1 1]

Are these inverse operators again a convolution operator? (see Section 4.4.2) If
yes, do they have a special structure?

Problem 4.8: ∗∗Change of statistics of 1-D signals by convolution

Compute the autocovariance vector of an uncorrelated time series with constant
variance σ 2 for all elements that have been convolved with the filters a), d), and
e) from Exercise 4.2. Analyze the results, especially for the variance of the
convolved time series.

Problem 4.9: Recursive relaxation filters

Interactive demonstration of recursive relaxation filters (dip6ex04.02).

Problem 4.10: Recursive resonance filters

Interactive demonstration of recursive resonance filters (dip6ex04.03).

Problem 4.11: ∗∗Stability of recursive filters

1. Which of the following recursive filters (Section 4.5) are stable?

a) g′n = −1/4g′n−1 + 5/4gn
b) g′n = 5/4g′n−1 − 1/4gn
c) g′n = −1/4g′n−2 + 3/4gn
d) g′n = −5/4g′n−2 − 1/4gn

Answer this question by computing the point spread function.

2. Compute the transfer functions of these filters.

Problem 4.12: ∗∗Physical systems and recursive filters

Physical systems can be regarded as implementations of recursive filters. Com-
pute the point spread function (impulse response) and transfer function of the
following physical systems:

1. A cascaded electric lowpass filter consisting of two stages each with a resistor
R and a capacity C .

2. A spring pendulum with a mass m, a spring constant D (K = Dx) and a
friction coefficient k (K = kdx/dt).

Problem 4.13: ∗∗ Bandpass filter

Design a bandpass filter with the following properties:

1. The pass-through wave number should be k̃ = 0.5.

2. The bandwidth of the pass-through range should be adjustable.
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The filter should be implemented both as a recursive and a non-recursive filter.
(Hint: Take the filter [-1 0 2 0 1]/4 as a starting point for the non-recursive
implementation. How can you use this filter to obtain a smaller bandwidth?)

4.7 Further Readings

The classical concepts of filtering of discrete time series, especially recursive
filters and the z transform are discussed in Oppenheim and Schafer [150] and
Proakis and Manolakis [161], 2-D filtering in Lim [126]. A detailed account of
nonlinear filters, especially median filters, is given by Huang [85] and Pitas and
Venetsanopoulos [157].
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5.1 Scale

5.1.1 Introduction

The neighborhood operations discussed in Chapter 4 can only be the
starting point for image analysis. This class of operators can only extract
local features at scales of at most a few pixels distance. It is obvious that
images contain information also at larger scales. To extract object fea-
tures at these larger scales, we need correspondingly larger filter masks.
The use of large masks, however, results in a significant increase in com-
putational costs. If we use a mask of size RW in a W -dimensional image
the number of operations is proportional to RW . Thus a doubling of the
scale leads to a four- and eight-fold increase in the number of operations
in 2- and 3-dimensional images, respectively. For a ten times larger scale,
the number of computations increases by a factor of 100 and 1000 for
2- and 3-dimensional images, respectively.

The explosion in computational cost is only the superficial expression
of a problem with deeper roots. We illustrate it with a simple task, the
detection of edges and lines at different resolutions. To this end, we use
the same image row but blur it to different degrees (Fig. 5.1). We define
the corresponding scale as the distance over which the image has been
blurred and analyze the gray value differences over this distance.

We first investigate gray value differences at high resolution, a scale
of just one pixel distance (Fig. 5.1a, b). At this fine scale, the change in
gray values is dominated by the noisy background of the image. Any
detection of gray value changes caused by the contrast between objects
and background is inaccurate and erroneous. The problem is caused by
a scale mismatch: the gray values only vary on larger scales than the
operators used to detect them.

If we take instead a low resolution (Fig. 5.1e, f), the lines are blurred
so much that the contrast has decreased significantlyd. Moreover, two
closely spaced lines in the left part of the signal have merged into one
object at this coarse resolution. Therefore the detection of edges and
lines is suboptimal again. At a resolution comparable to the line width,
however, the line detection seems to be optimal (Fig. 5.1c, d). Noise
is significantly reduced compared to the finest scale (Fig. 5.1a) but the
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Figure 5.1: Lines and edges at a high, c medium, and e low resolution. b, d, and
f Subtraction of neighboring pixels for edge detection for a, c, and e, respectively.

contrast between the line and the background is not yet diminished as
in Fig. 5.1e.

From the discussion of this example we can conclude that the detec-
tion of certain features in an image is optimal at a certain scale. This
scale depends, of course, on the characteristic scales contained in the
object to be detected. Optimal processing of an image thus requires the
representation of an image at different scales. In order to meet this de-
mand, we need a multiscale representation of images. In this chapter, we
will first illuminate the relation between the spatial and wave number
representation of images under this perspective (Section 5.1.2). Then
we will turn to efficient multigrid representations such as the Gaussian
pyramid (Section 5.2.2) and the Laplacian pyramid (Section 5.2.3). Fi-
nally, the scale space is introduced in Section 5.3 as an concept with a
continuous scale parameter. We discuss how a diffusion process can
generate it and describe its basic properties.
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5.1.2 Spatial Versus Wave Number Representation

In Chapter 2 we discussed in detail the representation of images in the
spatial and wave number domain. In this section we will revisit both
representations under the perspective of how to generate a multiscale
representation of an image.

If we represent an image on a grid in the spatial domain, we do not
have any information at all about the wave numbers contained at that
point in the image. We know the position with an accuracy of the grid
constant∆x, but the local wave number at this position may be anywhere
in the range of the possible wave numbers from 0 to M∆k = 2πM/∆x.

In the wave number representation, we have the reverse case. Each
pixel in this domain represents one wave number with the highest wave
number resolution possible for the given image size. But any positional
information is lost, as one point in the wave number space represents a
periodic structure that is spread over the whole image.

The above discussion shows that the representation of an image in
either the spatial or wave number domain constitute two opposite ex-
tremes. We can optimize either the spatial or the wave number resolu-
tion but the resolution in the other domain is completely lost. What we
need for a multiscale image representation is a type of joint resolution
that allows for a separation into different wave number ranges (scales)
but still preserves as much spatial resolution as possible.

5.1.3 Windowed Fourier Transform

One way to approach a joint space-wave number representation is the
windowed Fourier transform. As the name says, the Fourier transform
is not applied to the whole image but only to a section of the image that
is formed by multiplying the image with a window function w(x). The
window function has a maximum at x = 0 and decreases monotonically
with |x| towards zero. The maximum of the window function is then put
at each point x of the image to compute a windowed Fourier transform
for each point:

ĝ(x,k0) =
∞∫
−∞
g(x′)w(x′ − x) exp

(−2π ik0x′)
)

dx′2. (5.1)

The integral in Eq. (5.1) almost looks like a convolution integral (Eq. (2.54),
�R4). To convert it into a convolution integral we observe thatw(−k) =
w(k) and rearrange the second part of Eq. (5.1):

w(x′ − x) exp
(−2π ik0x′

)
= w(x − x′) exp

(
2π ik0(x − x′)

)
exp (−2π ik0x)) .

(5.2)
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Then we can write Eq. (5.1) as a convolution

ĝ(x,k0) = (g(x)∗w(x) exp (2π ik0x)) exp (−2π ik0x) . (5.3)

This means that the local Fourier transform corresponds to a convolu-
tion with the complex convolution kernel w(x) exp(2π ik0x) except for
a phase factor exp(−2π ik0x). Using the shift theorem (Theorem 2.3,
p. 54, �R4), the transfer function of the convolution kernel can be com-
puted to be

w(x) exp (2π ik0x)◦ • ŵ(k− k0). (5.4)

This means that the convolution kernelw(x) exp(2π ik0x) is a bandpass
filter with a peak wave number of k0. The width of the bandpass is
inversely proportional to the width of the window function. In this way,
the spatial and wave number resolutions are interrelated to each other.
As an example, we take a Gaussian window function

exp

(
− x

2

2σ 2
x

)
. (5.5)

Its Fourier transform (�R4, �R5), is

1√
2πσx

exp
(
−2π2k2σ 2

x

)
. (5.6)

Consequently, the product of the standard deviations in the space and
wave number domain (σ 2

k = 1/(4πσ 2
x)) is a constant: σ 2

xσ
2
k = 1/(4π)).

This fact establishes the classical uncertainty relation (Theorem 2.7, p. 57).
It states that the product of the standard deviations of any Fourier trans-
form pair is larger than or equal to 1/(4π). As the Gaussian window
function reaches the theoretical minimum it is an optimal choice; a bet-
ter wave number resolution cannot be achieved with a given spatial res-
olution.

5.2 Multigrid Representations

5.2.1 Introduction

If we want to process signals in different scales, this can be done in the
most efficient way in a multigrid representation. The basic idea is sim-
ple. While the representation of fine scales requires the full resolution,
coarse scales can be represented at lower resolution. This leads to a scale
space with smaller and smaller images as the scale parameter increases.
In the following two sections we will discuss the Gaussian pyramid (Sec-
tion 5.2.2) and the Laplacian pyramid (Section 5.2.3). In this section, we
only discuss the basics of multigrid representations. Optimal multigrid
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smoothing filters are elaborated in Section 11.5 after we got acquainted
with smoothing filters.

These pyramids are examples of multigrid data structures that have
been introduced into digital image processing in the early 1980s and
have led to a tremendous increase in speed of many image processing
algorithms in digital image processing since then.

5.2.2 Gaussian Pyramid

If we want to reduce the size of an image, we cannot just subsample the
image by taking, for example, every second pixel in every second line.
If we did so, we would disregard the sampling theorem (Section 9.2.3).
For example, a structure which is sampled three times per wavelength
in the original image would only be sampled one and a half times in
the subsampled image and thus appear as an aliased pattern as we will
discuss in Section 9.1. Consequently, we must ensure that all structures
that are sampled less than four times per wavelength are suppressed by
an appropriate smoothing filter to ensure a proper subsampled image.
For the generation of the scale space, this means that size reduction
must go hand in hand with appropriate smoothing.

Generally, the requirement for the smoothing filter can be formulated
as

B̂(k̃) = 0 ∀k̃p ≥ 1
rp
, (5.7)

where rp is the subsampling rate in the direction of the pth coordinate.
The combined smoothing and size reduction can be expressed in a

single operator by using the following notation to compute the q + 1th
level of the Gaussian pyramid from the qth level:

G(0) = G, G(q+1) = B↓2G(q). (5.8)

The number behind the ↓ in the index denotes the subsampling rate. The
0th level of the pyramid is the original image.

If we repeat the smoothing and subsampling operations iteratively,
we obtain a series of images, which is called the Gaussian pyramid . From
level to level, the resolution decreases by a factor of two; the size of the
images decreases correspondingly. Consequently, we can think of the
series of images as being arranged in the form of a pyramid as illustrated
in Fig. 5.2.

The pyramid does not require much storage space. Generally, if we
consider the formation of a pyramid from a W -dimensional image with
a subsampling factor of two and M pixels in each coordinate direction,
the total number of pixels is given by

MW
(

1+ 1
2W

+ 1
22W + . . .

)
< MW

2W

2W − 1
. (5.9)
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a b

Figure 5.2: Gaussian pyramid: a schematic representation, the squares of the
checkerboard corresponding to pixels; b example.

For a two-dimensional image, the whole pyramid needs only 1/3 more
space than the original image for a three-dimensional image only 1/7
more. Likewise, the computation of the pyramid is equally effective.
The same smoothing filter is applied to each level of the pyramid. Thus
the computation of the whole pyramid only needs 4/3 and 8/7 times
more operations than for the first level of a two-dimensional and three-
dimensional image, respectively.

The pyramid brings large scales into the range of local neighbor-
hood operations with small kernels. Moreover, these operations are per-
formed efficiently. Once the pyramid has been computed, we can per-
form neighborhood operations on large scales in the upper levels of the
pyramid — because of the smaller image sizes — much more efficiently
than for finer scales.

The Gaussian pyramid constitutes a series of lowpass-filtered images
in which the cut-off wave numbers decrease by a factor of two (an octave)
from level to level. Thus only the coarser details remain in the smaller
images (Fig. 5.2). Only a few levels of the pyramid are necessary to span
all possible wave numbers. For an N ×N image we can compute at most
a pyramid with ldN + 1 levels. The smallest image consists of a single
pixel.
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5.2.3 Laplacian Pyramid

From the Gaussian pyramid, another pyramid type can be derived, the
Laplacian pyramid , which leads to a sequence of bandpass-filtered im-
ages. In contrast to the Fourier transform, the Laplacian pyramid only
leads to a coarse wave number decomposition without a directional de-
composition. All wave numbers, independently of their direction, within
the range of about an octave (factor of two) are contained in one level of
the pyramid.

Because of the coarse wave number resolution, we can preserve a
good spatial resolution. Each level of the pyramid only contains match-
ing scales, which are sampled a few times (two to six) per wavelength. In
this way, the Laplacian pyramid is an efficient data structure well adapted
to the limits of the product of wave number and spatial resolution set
by the uncertainty relation (Section 5.1.3 and Theorem 2.7, p. 57,).

In order to achieve this, we subtract two levels of the Gaussian pyra-
mid. This requires an upsampling of the image at the coarser level. This
operation is performed by an expansion operator ↑2. The degree of ex-
pansion or upsampling is denoted by the figure after the ↑ in the index,
in a similar notation as for the reduction operator Eq. (5.8).

The expansion is significantly more difficult than the size reduction
as the missing information must be interpolated. For a size increase
of two in all directions, first every second pixel in each row must be
interpolated and then every second row. Interpolation is discussed in
detail in Section 10.5. With the introduced notation, the generation of
the pth level of the Laplacian pyramid can be written as:

L(p) = G(p)− ↑2 G(p+1), L(P) = G(P). (5.10)

The Laplacian pyramid is an effective scheme for a bandpass decom-
position of an image. The center wave number is halved from level to
level. The last image of the Laplacian pyramid, L(P), is a lowpass-filtered
image G(P) containing only the coarsest structures.

The Laplacian pyramid has the significant advantage that the original
image can be reconstructed quickly from the sequence of images in the
Laplacian pyramid by recursively expanding the images and summing
them up. The recursion is the inverse of the recursion in Eq. (5.10). In
a Laplacian pyramid with p + 1 levels, the level p (counting starts with
zero!) is the coarsest level of the Gaussian pyramid. Then the level p−1
of the Gaussian pyramid can be reconstructed by

G(P) = L(P), G(p−1) = L(p−1)+ ↑2 Gp (5.11)

Note that this is just an inversion of the construction scheme for the
Laplacian pyramid. This means that even if the interpolation algorithms



142 5 Multiscale Representation

_

_

_

Figure 5.3: Construction of the Laplacian pyramid (right column) from the
Gaussian pyramid (left column) by subtracting two consecutive planes of the
Gaussian pyramid.

required to expand the image contain errors, they affect only the Lapla-
cian pyramid and not the reconstruction of the Gaussian pyramid from
the Laplacian pyramid, as the same algorithm is used. The recursion
in Eq. (5.11) is repeated with lower levels until level 0, i. e., the original
image, is reached again. As illustrated in Fig. 5.3, finer and finer details
become visible during the reconstruction process. Because of the pro-
gressive reconstruction of details, the Laplacian pyramid has been used
as a compact scheme for image compression. Nowadays, more efficient
schemes are available on the basis of wavelet transforms, but they oper-
ate on principles very similar to those of the Laplacian pyramid [1, 25].

5.2.4 Directio-Pyramidal Decomposition

In multidimensional signals a directional decomposition is as important as a
scale decomposition. Directional decompositions require suitable directional
filters. Ideally, all directional components should add up to the complete image.
A combined decomposition of an image into a pyramid and on each pyramid
level into directional components is known as a directiopyramidal decomposi-
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0 x y

1

2

Figure 5.4: First three planes of a directiopyramidal decomposition of Fig. 5.6a:
the rows shown are planes 0, 1, and 2, the columns L, Lx , Ly according to
Eqs. (5.13) and (5.14).

tion [88]. Generally, such a decomposition is a difficult filter design problem.
Therefore, we illustrate a directiopyramidal decomposition here only with a
simple and efficient decomposition scheme with two directional components.

The smoothing is performed by separable smoothing filters, one filter that
smoothes only in the x direction (Bx) and one that smoothes only in the y
direction (By ): then the next higher level of the Gaussian pyramid is given as in
Eq. (5.8) by

G(q+1) =↓2 BxByG(q). (5.12)

The Laplacian pyramid is

L(q) = G(q)− ↑2 G(q+1). (5.13)

Then, the two directional components are given by

L(q)x = 1/2(G(q)− ↑2 G(q+1) − (Bx −By)G(q)),
L(q)y = 1/2(G(q)− ↑2 G(q+1) + (Bx −By)G(q)).

(5.14)

From Eq. (5.14) it is evident that the two directional components Lx and Ly add
up to the isotropic Laplacian pyramid: L = Lx + Ly . Example images with the
first three levels of a directional decomposition are shown in Fig. 5.4.
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5.3 Scale Spaces

The Gaussian and Laplacian pyramid are effective but rather inflexible multigrid
data structure. From level to level the scale parameter changes by a fixed factor
of two. A finer scale selection is not possible. In this section we discuss a more
general scheme, the scale space that allows a continuous scale parameter.

As we have seen with the example of the windowed Fourier transform in Sec-
tion 5.1.3, the introduction of a characteristic scale adds a new coordinate to
the representation of image data. Besides the spatial resolution, we have a new
parameter that characterizes the current resolution level of the image data. The
scale parameter is denoted by ξ. A data structure that consists of a sequence
of images with different resolutions is known as a scale space; we write g(x, ξ)
to indicate the scale space of the image g(x).
Next, in Section 5.3.1, we discuss a physical process, diffusion, that is suitable
for generating a scale space. Then we discuss the general properties of a scale
space in Section 5.3.2.

5.3.1 Scale Generation by Diffusion

The generation of a scale space requires a process that can blur images to a
controllable degree. Diffusion is a transport process that tends to level out con-
centration differences [29]. In physics, diffusion processes govern the transport
of heat, matter, and momentum leading to an ever increasing equalization of
spatial concentration differences. If we identify the time with the scale parame-
ter ξ, the diffusion process establishes a scale space.

To apply a diffusion process to a multidimensional signal with W dimensions,
we regard the gray value g as the concentration of a chemical species. The
elementary law of diffusion states that the flux density j is directed against the
concentration gradient ∇g and proportional to it:

j = −D∇g (5.15)

where the constant D is known as the diffusion coefficient . Using the continuity
equation

∂g
∂t
+∇j = 0 (5.16)

the diffusion equation is

∂g
∂t

=∇(D∇g). (5.17)

For the case of a homogeneous diffusion process (D does not depend on the
position), the equation reduces to

∂g
∂t

= D∆g (5.18)

where

∆ =
W∑
w=1

∂2

∂x2
w

(5.19)
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is the Laplacian operator . It is easy to show that the general solution to this
equation is equivalent to a convolution with a smoothing mask. To this end, we
perform a spatial Fourier transform which results in

∂ĝ(k)
∂t

= −4π2D|k|2ĝ(k) (5.20)

by using Theorem 2.5, p. 55 and reduces the equation to a linear first-order
differential equation with the general solution

ĝ(k, t) = exp(−4π2D|k|2t)ĝ(k,0), (5.21)

where ĝ(k,0) is the Fourier transformed image at time zero.

Multiplication of the image in the Fourier space with the Gaussian function in
Eq. (5.21) is equivalent to a convolution with the same function but of reciprocal
width (Theorem 2.4, p. 54, �R4 and �R6). Thus,

g(x, t) = 1
[2πσ 2(t)]W/2

exp

(
− |x|2

2σ 2(t)

)
∗ g(x,0) (5.22)

with
σ(t) =

√
2Dt. (5.23)

Equation (5.23) shows that the degree of smoothing expressed by the standard
deviation σ increases only with the square root of the time. Therefore we set
the scale parameter ξ equal to the square of the standard deviation:

ξ = 2Dt. (5.24)

It is important to note that this formulation of the scale space is valid for im-
ages of any dimension. It could also be extended to image sequences. The
scale parameter is not identical to the time although we used a physical diffu-
sion process that proceeds with time to derive it. If we compute a scale space
representation of an image sequence, it is useful to scale the time coordinate
with a characteristic velocity u0 so that it has the same dimension as the spatial
coordinates:

t′ = u0t. (5.25)

We add this coordinate to the spatial coordinates and get a new coordinate
vector

x = [x1, x2, u0t]T or x = [x1, x2, x3, u0t]T . (5.26)

In the same way, we extend the wave number vector by a scaled frequency:

k = [k1, k2, ν/u0]T or k = [k1, k2, k3, ν/u0]T . (5.27)

With Eqs. (5.26) and (5.27) all equations derived above, e. g., Eqs. (5.21) and
(5.22), can also be applied to scale spaces of image sequences. For discrete
spaces, of course, no such scaling is required. It is automatically fixed by the
spatial and temporal sampling intervals: u0 = ∆x/∆t.
As an illustration, Fig. 5.5 shows the scale space of some characteristic one-
dimensional signals: noisy edges and lines, a periodic pattern, a random signal,
and a row of an image. These examples nicely demonstrate a general property
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a b

c d

Figure 5.5: Scale space of some one-dimensional signals: a edges and lines; b a
periodic pattern; c a random signal; d row 10 from the image shown in Fig. 11.6a.
The vertical coordinate is the scale parameter ξ.

of scale spaces. With increasing scale parameter ξ, the signals become increas-
ingly blurred, more and more details are lost. This feature can be most easily
seen by the transfer function of the scale space representation in Eq. (5.21).
The transfer function is always positive and monotonically decreasing with the
increasing scale parameter ξ for all wave numbers. This means that no struc-
ture is amplified. All structures are attenuated with increasing ξ, and smaller
structures always faster than coarser structures. In the limit of ξ →∞ the scale
space converges to a constant image with the mean gray value. A certain feature
exists only over a certain scale range. In Fig. 5.5a we can observe that edges and
lines disappear and two objects merge into one.

For two-dimensional images, a continuous representation of the scale space
would give a three-dimensional data structure. Therefore Fig. 5.6 shows indi-
vidual images for different scale parameters ξ as indicated.

5.3.2 General Properties of a Scale Space

In this section, we discuss some general properties of scale spaces. More specif-
ically, we want to know what kind of conditions must be met by a filter kernel
generating a scale space. We will discuss two basic requirements. First, no new
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a b

c d

Figure 5.6: Scale space of a two-dimensional image: a original image; b, c, and
d at scale parameters σ 1, 2, and 4, respectively.

details must be added with increasing scale parameter. From the perspective
of information theory, we may say that the information content in the signal
should continuously decrease with the scale parameter.

The second property is related to the general principle of scale invariance. This
basically means that we can start smoothing the signal at any scale parameter
in the scale space and still obtain the same scale space. Here, we will give
only some basic ideas about these elementary properties and no proofs. For a
detailed treatment of the scale space theory we refer to the recent monograph
on linear scale space theory by Lindeberg [127].

The linear homogenous and isotropic diffusion process has according to Eq. (5.22)
the convolution kernel

B(x, ξ) = 1
2πξ

exp

(
−|x|

2

2ξ

)
(5.28)

and the transfer function Eq. (5.21)

B̂(k, ξ) = exp(−4π2|k|2ξ/2). (5.29)

In these equations, we have replaced the explicit dependence on time by the
scale parameter ξ using Eq. (5.24). In a representation-independent way, we
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denote the scale space generating operator as

B(ξ). (5.30)

The information-decreasing property of the scale space with ξ can be formu-
lated mathematically in different ways. We express it here with the minimum-
maximum principle which states that local extrema must not be enhanced. This
means that the gray value at a local maximum or minimum must not increase
or decrease, respectively. For a diffusion process this is an intuitive property.
For example, in a heat transfer problem, a hot spot must not become hotter or a
cool spot cooler. The Gaussian kernel Eq. (5.28) meets the minimum-maximum
principle.

The second important property of the scale space is related to the scale invari-
ance principle. We want to start the generating process at any scale parameter
and still get the same scale space. More quantitatively, we can formulate this
property as

B(ξ2)B(ξ1) = B(ξ1 + ξ2). (5.31)

This means that the smoothing of the scale space at the scale ξ1 by an operator
with the scale ξ2 is equivalent to the application of the scale space operator
with the scale ξ1 + ξ2 to the original image. Alternatively, we can state that the
representation at the coarser level ξ2 can be computed from the representation
at the finer level ξ1 by applying

B(ξ2) = B(ξ2 − ξ1)B(ξ1) with ξ2 > ξ1. (5.32)

From Eqs. (5.28) and (5.29) we can easily verify that Eqs. (5.31) and (5.32) are
true. In mathematics the properties Eqs. (5.31) and (5.32) are referred to as the
semi-group property .

Conversely, we can ask what scale space generating kernels exist that meet both
the minimum-maximum principle and the semi-group property. The answer to
this question may be surprising. The Gaussian kernel is the only convolution
kernel that meets both these criteria and is in addition isotropic and homoge-
neous [127]. This feature puts the Gaussian convolution kernel and — as we will
see later — its discrete counterpart the binomial kernel into a unique position
for image processing. It will be elaborated in more detail in Section 11.4.

It is always instructive to discuss a counterexample. The most straightforward
smoothing kernel for a W -dimensional image — known as the moving average
— is the box filter

R(x, ξ) = 1
ξW

W∏
w=1

Π
(
xw
ξ

)
(5.33)

with the transfer function

R̂(k, ξ) =
W∏
w=1

sin(kwξ/2)
kwξ/2

. (5.34)

This kernel meets neither the minimum-maximum principle nor the semi-group
property. Figure 5.7 compares scale spaces of a periodic signal with varying
wave number generated with a Gaussian and a box kernel. In Fig. 5.7b it becomes
evident that the box kernel does not meet the minimum-maximum principle as
structures decrease until they are completely removed but then appear again.
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a b

Figure 5.7: Scale space of a 1-D signal with varying wave number computed with
a a Gaussian and b box kernel. The scale parameter runs from top to bottom.

5.3.3 Quadratic and Exponential Scale Spaces

Despite the mathematical beauty of scale space generation with a Gaussian con-
volution kernel, this approach has one significant disadvantage. The standard
deviation of the smoothing increases only with the square root of the time, see
Eq. (5.23). Therefore the scale parameter ξ is only proportional to the square
of the standard deviation. This results in a nonlinear scale coordinate. While
smoothing goes fast for fine scales, it becomes increasingly slower for larger
scales.

There is a simple cure for this problem. We need a diffusion process where
the diffusion constant increases with time. We first discuss a diffusion coeffi-
cient that increases linearly with time. This approach results in the differential
equation

∂g
∂t

= D0t∆g. (5.35)

A spatial Fourier transform results in

∂ĝ(k)
∂t

= −4π2D0t|k|2ĝ(k). (5.36)

This equation has the general solution

ĝ(k, t) = exp(−2π2D0t2|k|2)ĝ(k,0) (5.37)

which is equivalent to a convolution in the spatial domain. Thus,

g(x, t) = 1
2πD0t2

exp

(
− |x|2

2D0t2

)
∗ g(x,0). (5.38)

From these equations we can write the convolution kernel and transfer function
in the same form as in Eqs. (5.28) and (5.29) with the only exception that the
scale parameter

ξq = D0t2. (5.39)

Now the standard deviation for the smoothing is proportional to time for a
diffusion process that increases linearly in time. As the scale parameter ξ is
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proportional to the time squared, we denote this scale space as the quadratic
scale space. This modified scale space still meets the minimum-maximum prin-
ciple and the semi-group property.

For even more accelerated smoothing, we can construct an exponential scale
space, i. e., a scale space where the logarithm of the scale parameter increases
linearly with time. We use a diffusion coefficient that increases exponentially in
time

∂g
∂t

= D0 exp(t/τ)∆g. (5.40)

Again, we obtain a convolution kernel and a transfer function as in Eqs. (5.28)
and (5.29), now with the scale parameter

ξl = 2D0τ exp(t/τ). (5.41)

5.3.4 Differential Scale Spaces

The interest in a differential scale space stems from the fact that we want to
select optimum scales for processing of features in images. In a differential
scale space, the change of the image with scale is emphasized. We use the
transfer function of the scale space kernel Eq. (5.29) which is also valid for
quadratic and logarithmic scale spaces. The general solution for the scale space
can be written in the Fourier space as

ĝ(k, ξ) = exp(−2π2|k|2ξ)ĝ(k,0). (5.42)

Differentiating this signal with respect to the scale parameter ξ yields

∂ĝ(k, ξ)
∂ξ

= −2π2|k|2 exp(−2π2|k|2ξ)ĝ(k,0) = −2π2|k|2ĝ(k, ξ). (5.43)

The multiplication with −|k|2 is equivalent to a second-order spatial derivative
(�R4), the Laplacian operator . Thus we can write in the spatial domain

∂g(x, ξ)
∂ξ

= 1
2
∆g(x, ξ). (5.44)

Equations (5.43) and (5.44) constitute a basic property of the differential scale
space. The differential scale space is equivalent to a second-order spatial deriva-
tion with the Laplacian operator and thus leads to an isotropic bandpass decom-
position of the image. The transfer function at the scale ξ is

−2π2|k|2 exp(−2π2|k|2ξ). (5.45)

For small wave numbers, the transfer function is proportional to −|k|2. It
reaches a maximum at

k2
max =

2
ξ

(5.46)

and then decays exponentially.
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5.3.5 Discrete Scale Spaces

The construction of a discrete scale space requires a discretization of the diffu-
sion equation. We start with a discretization of the one-dimensional diffusion
equation ∂g(x, ξ)

∂ξ
= D∂

2g(x, ξ)
∂x2

. (5.47)

The derivatives are replaced by discrete differences in the following way:

∂g(x, ξ)
∂ξ

= g(x, ξ +∆ξ)− g(x, ξ)
∆ξ

∂2g(x, ξ)
∂x2

= g(x +∆x, ξ)− 2g(x, ξ)+ g(x −∆x, ξ)
∆x2

.

(5.48)

This leads to the following iterative scheme for computing a discrete scale space
with ε = D∆ξ/∆x2:

g(x, ξ +∆ξ) = εg(x +∆x, ξ)+ (1− 2ε)g(x, ξ)+ εg(x −∆x, ξ) (5.49)

or written with discrete coordinates (ξ → i, x → n)

i+1gn = ε ign+1 + (1− 2ε) ign + ε ign−1. (5.50)

Lindeberg [127] shows that this iteration results in a discrete scale space that
meets the minimum-maximum principle and the semi-group property if and
only if

ε ≤ 1/4. (5.51)

The limiting case of ε = 1/4 leads to the especially simple iteration

i+1gn = 1/4 ign+1 + 1/2 ign + 1/4 ign−1. (5.52)

Each step of the scale space computation is given by a spatial smoothing of
the signal with the mask B2 = [1 2 1] /4. We can also formulate the general
scale space generating operator in Eq. (5.49) using the convolution operator B.
Written in the operator notation introduced in Section 4.1.4, the operator for
one iteration step to generate the discrete scale space is

(1− 4ε)I + 4εB2 with ε ≤ 1/4, (5.53)

where I denotes the identity operator.

This expression is significant, as it can be extended directly to higher dimen-
sions by replacing B2 with a correspondingly higher-dimensional smoothing
operator. The convolution mask B2 is the simplest mask in the class of smooth-
ing binomial filters. These filters will be discussed in detail in Section 11.4.
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5.4 Exercises

Problem 5.1: Pyramids

Interactive demonstration of Gaussian and Laplacian pyramids (dip6ex05.01).

Problem 5.2: ∗∗Smoothing filters for Gaussian pyramids

The first papers about pyramids from Burt and Adelson [20] and Burt [19] used
smoothing filters with 5 coefficients, e. g., the filters

[1 4 6 4 1]/16, [1 2 3 2 1]/9.

These filters were first applied in horizontal direction and then in vertical di-
rection.

1. Do these filters meet the condition expressed by Eq. (5.7) that the transfer
function should be zero for k̃1 > 1/2 or k̃2 > 1/2?

2. Is it possible at all that a filter with finite point spread function can meet this
condition exactly?

Problem 5.3: ∗∗Construction of the Laplacian pyramid

The Laplacian pyramid could also be constructed according to the following
scheme as an alternative to Eq. (5.10):

L(p) = G(p) − BG(p), G(p+1) =↓2 BG(p), L(P) = G(P).
The smoothed pth level of the Gaussian pyramid is simply subtracted from
itself without applying a downsampling. A downsampling is only applied to
compute the (p + 1)th level of the Gaussian pyramid.

1. Determine the equation that is aquivalent to Eq. (5.11) in order to reconstruct
the Gaussian pyramid from the Laplacian pyramid.

2. Do you see any advantage or disadvantage with this scheme as compared to
the scheme described by Eqs. (5.10) and (5.11)?

Problem 5.4: ∗∗∗Pyramid with finer scale resolution

One problem of conventional pyramids is that the size decreasing in every direc-
tion by a fixed factor of two. Some applications call for a finer scale resolution.
How could you generate a pyramid where the size in both directions decreases
not by a factor of two but by a factor of

√
2?

(Hint: You need to find a scheme that selects only every second pixel from a
2-D image.)

Problem 5.5: Scale space

Interactive demonstration of various scale spaces and their properties
(dip6ex05.02).
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Problem 5.6: ∗∗Discrete scale space with box filters

A discrete scale space should be constructed using box filters (running average)
with increasing filter length. The filter length determines the scale parameter
ξ = 2R + 1. Answer the following questions:

1. Is the minimum-maximum principle met?

2. Is this scale space scale invariant, i. e., does it meet the semi-group property

R(ξ1)R(ξ2) = R(ξ1 + ξ2)?

5.5 Further Readings

Multiresolutional image processing developed in the early 1980ies. An excellent
overview of this early work is given by Rosenfeld [173]. Linear scale spaces are
described in detail by the monograph of Lindeberg [127], nonlinear scale spaces
including inhomogeneous and anisotropic diffusion by Weickert [216]. Readers
interested in the recent development of scale space theory are referred to the
proceedings of the international conferences on “Scale-Space”: 1997 [199], 1999
[147], 2001 [108], 2003 [67], and 2005 [109].
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6 Quantitative Visualization

6.1 Introduction

An imaging system collects radiation emitted by objects to make them
visible. The radiation consists of a flow of particles or electromagnetic or
acoustic waves. In classical computer vision scenes and illumination are
taken and analyzed as they are given, but visual systems used in scientific
and industrial applications require a different approach. There, the first
task is to establish the quantitative relation between the object feature
of interest and the emitted radiation. It is the aim of these efforts to
map the object feature of interest with minimum possible distortion of
the collected radiance by other parameters.

Figure 6.1 illustrates that both the incident ray and the ray emit-
ted by the object towards the camera may be influenced by additional
processes. The position of the object can be shifted by refraction of
the emitted ray. Scattering and absorption of the incident and emit-
ted rays lead to an attenuation of the radiant flux that is not caused by
the observed object itself but by the environment, which thus falsifies
the observation. In a proper setup it is important to ensure that these
additional influences are minimized and that the received radiation is
directly related to the object feature of interest. In cases where we do
not have any influence on the illumination or setup, we can still choose
radiation of the most appropriate type and wavelength range.

As illustrated in Sections 1.2 and 6.4, a wealth of phenomena is avail-
able for imaging objects and object features, including self-emission,
induced emission (fluorescence), reflection, refraction, absorption, and
scattering of radiation. These effects depend on the optical properties of
the object material and on the surface structure of the object. Basically,
we can distinguish between surface-related effects caused by disconti-
nuity of optical properties at the surface of objects and volume-related
effects.

It is obvious that the complexity of the procedures for quantitative
visualization strongly depends on the image-processing task. If our goal
is only to make a precise geometrical measurement of the objects, it is
sufficient to set up an illumination in which the objects are uniformly
illuminated and clearly distinguished from the background. In this case,
it is not required that we establish quantitative relations between the ob-
ject features of interest and the radiation emitted towards the camera.

157
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Figure 6.1: Schematic illustration of the interaction between radiation and mat-
ter for the purpose of object visualization. The relation between the emitted radi-
ation towards the camera and the object feature can be disturbed by scattering,
absorption, and refraction of the incident and the emitted ray.

If we want to measure certain object features, however, such as density,
temperature, orientation of the surface, or the concentration of a chem-
ical species, we need to know the exact relation between the selected
feature and the emitted radiation. A simple example is the detection
of an object by its color, i. e., the spectral dependency of the reflection
coefficient.

In most applications, however, the relationship between the parame-
ters of interest and the emitted radiation is much less evident. In satellite
images, for example, it is easy to recognize urban areas, forests, rivers,
lakes, and agricultural regions. But by which features do we recognize
them? And, an even more important question, why do they appear the
way they do in the images?

Likewise, in medical research one very general question of image-
based diagnosis is to detect pathological aberrations. A reliable decision
requires a good understanding of the relation between the biological
parameters that define the pathological aberration and their appearance
in the images.

In summary, essentially two questions must be answered for a suc-
cessful setup of an imaging system:

1. How does the object radiance (emitted radiative energy flux per solid
angle) depend on the object parameters of interest and illumination
conditions?
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2. How does the irradiance at the image plane (radiative energy flux den-
sity) captured by the optical system depend on the object radiance?

This chapter deals with the first of these questions, the second question
is addressed in Section 7.5.

6.2 Radiometry, Photometry, Spectroscopy, and Color

6.2.1 Radiometry Terms

Radiometry is the topic in optics describing and measuring radiation
and its interaction with matter. Because of the dual nature of radiation,
the radiometric terms refer either to energy or to particles; in case of
electromagnetic radiation, the particles are photons (Section 6.3.4). If it
is required to distinguish between the two types, the indices e and p are
used for radiometric terms.

Radiometry is not a complex subject. It has only become a confusing
subject following different, inaccurate, and often even wrong usage of
its terms. Moreover, radiometry is taught less frequently and less thor-
oughly than other subjects in optics. Thus, knowledge about radiometry
is less widespread. However, it is a very important subject for imaging.
Geometrical optics only tells us where the image of an object is located,
whereas radiometry says how much radiant energy has been collected
from an object.

Radiant Energy. Since radiation is a form of energy, it can do work.
A body absorbing radiation is heated up. Radiation can set free elec-
tric charges in a suitable material designed to detect radiation. Radiant
energy is denoted by Q and given in units of Ws (joule) or number of
particles (photons).

Radiant Flux. The power of radiation, i. e., the energy per unit time, is
known as radiant flux and denoted by Φ:

Φ = dQ
dt
. (6.1)

This term is important to describe the total energy emitted by a light
source per unit time. Its unit is joule/s (Js−1), watt (W), or photons per s
(s−1).

Radiant Flux Density. The radiant flux per unit area, the flux density,
is known by two names:

irradiance E = dΦ
dA0

, excitance M = dΦ
dA0

. (6.2)
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Figure 6.2: a Definition of the solid angle. b Definition of radiance, the radiant
power emitted per unit surface area dA projected in the direction of propagation
per unit solid angle Ω.

The irradiance, E, is the radiant flux incident upon a surface per unit
area, for instance a sensor that converts the radiant energy into an elec-
tric signal. The unit of irradiance is W m−2, or photons per area and
time (m−2s−1). If the radiation is emitted from a surface, the radiant flux
density is called excitance or emittance and denoted by M .

Solid Angle. The concept of the solid angle is paramount for an under-
standing of the angular distribution of radiation. Consider a compact
source at the center of a sphere of radius R beaming radiation outwards
in a cone of directions (Fig. 6.2a). The boundaries of the cone outline
an area A on the sphere. The solid angle (Ω) measured in steradians (sr)
is the area A divided by the square of the radius (Ω = A/R2). Although
the steradian is a dimensionless quantity, it is advisable to use it explic-
itly when a radiometric term referring to a solid angle can be confused
with the corresponding non-directional term. The solid angle of a whole
sphere and hemisphere are 4π and 2π , respectively.

Radiant Intensity. The (total) radiant flux per unit solid angle emitted
by a source is called the radiant intensity I:

I = dΦ
dΩ
. (6.3)

It is obvious that this term only makes sense for describing compact or
point sources, i. e., when the distance from the source is much larger
than its size. This region is also often called the far field of a radiator.
Intensity is also useful for describing light beams.

Radiance. For an extended source, the radiation per unit area in the
direction of excitance and per unit solid angle is an important quantity
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(Fig. 6.2b):

L = d2Φ
dAdΩ

= d2Φ
dA0 cosθ dΩ

. (6.4)

The radiation can either be emitted from, pass through, or be incident
on the surface. The radiance L depends on the angle of incidence to the
surface, θ (Fig. 6.2b), and the azimuth angle φ. For a planar surface, θ
and φ are contained in the interval [0, π/2] and [0,2π], respectively.
It is important to realize that the radiance is related to a unit area in
the direction of excitance, dA = dA0 · cosθ. Thus, the effective area
from which the radiation is emitted increases with the angle of incidence.
The unit for energy-based and photon-based radiance are W m−2sr−1 and
s−1m−2sr−1, respectively.

Often, radiance — especially incident radiance — is called brightness.
It is better not to use this term at all as it has contributed much to the
confusion between radiance and irradiance. Although both quantities
have the same dimension, they are quite different. Radiance L describes
the angular distribution of radiation, while irradiance E integrates the
radiance incident to a surface element over a solid angle range corre-
sponding to all directions under which it can receive radiation:

E =
∫
Ω

L(θ,φ) cosθ dΩ =
π/2∫
0

2π∫
0

L(θ,φ) cosθ sinθ dθ dφ. (6.5)

The factor cosθ arises from the fact that the unit area for radiance is
related to the direction of excitance (Fig. 6.2b), while the irradiance is
related to a unit area parallel to the surface.

6.2.2 Spectroradiometry

Because any interaction between matter and radiation depends on the
wavelength or frequency of the radiation, it is necessary to treat all ra-
diometric quantities as a function of the wavelength. Therefore, we de-
fine all these quantities per unit interval of wavelength. Alternatively,
it is also possible to use unit intervals of frequencies or wave numbers.
The wave number denotes the number of wavelengths per unit length
interval (see Eq. (2.14) and Section 2.3.6). To keep the various spectral
quantities distinct, we specify the dependency explicitly, e. g., L(λ), L(ν),
and L(k).

The radiometric terms discussed in the previous section measure the
properties of radiation in terms of energy or number of photons. Pho-
tometry relates the same quantities to the human eyes’ response to them.
Photometry is of importance to scientific imaging in two respects: First,
photometry gives a quantitative approach to radiometric terms as the
human eye senses them. Second, photometry serves as a model for how
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to describe the response of any type of radiation sensor used to convert
irradiance into an electric signal. The key in understanding photometry
is to look at the spectral response of the human eye. Otherwise, there is
nothing new to photometry.

6.2.3 Spectral Sampling Methods

Spectroscopic imaging is in principle a very powerful tool for identify-
ing objects and their properties because almost all optical material con-
stants depend on the wavelength of the radiation. The trouble with spec-
troscopic imaging is that it adds another coordinate to imaging and the
required amount of data is multiplied correspondingly. Therefore, it is
important to sample the spectrum with the minimum number of sam-
ples sufficient to perform the required task. Here, we introduce several
general spectral sampling strategies. In the next section, we also discuss
human color vision from this point of view as one realization of spectral
sampling.

Line sampling is a technique where each channel picks only a narrow
spectral range (Fig. 6.3a). This technique is useful if processes are to
be imaged that are related to emission or absorption at specific spectral
lines. The technique is very selective. One channel “sees” only a specific
wavelength and is insensitive — at least to the degree that such a narrow
bandpass filtering can be realized technically — to all other wavelengths.
Thus, this technique is suitable for imaging very specific effects or spe-
cific chemical species. It cannot be used to make an estimate of the total
radiance from objects since it misses most wavelengths.

Band sampling is the appropriate technique if the total radiance in
a certain wavelength range has to be imaged and still some wavelength
resolution is required (Fig. 6.3b). Ideally, the individual bands have uni-
form responsivity and are adjacent to each other. Thus, band sampling
gives the optimum resolution with a few channels but does not allow
any distinction of the wavelengths within one band. The spectral reso-
lution achievable with this sampling method is limited to the width of
the spectral bands of the sensors.

In many cases, it is possible to make a model of the spectral radiance
of a certain object. Then, a much better spectral sampling technique can
be chosen that essentially samples not certain wavelengths but rather
the parameters of the model. This technique is known as model-based
spectral sampling.

We will illustrate this general approach with a simple example. It
illustrates a method for measuring the mean wavelength of an arbitrary
spectral distribution φ(λ) and the total radiative flux in a certain wave
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Figure 6.3: Examples of spectral sampling: a line sampling, b band sampling,
c sampling adapted to a certain model of the spectral range, in this example for
a single spectral line of unknown wavelength.

number range. These quantities are defined as

φ = 1
λ2 − λ1

λ2∫
λ1

φ(λ)dλ and λ =
λ2∫
λ1

λφ(λ)dλ
/λ2∫
λ1

φ(λ)dλ . (6.6)

In the second equation, the spectral distribution is multiplied by the
wavelength λ. Therefore, we need a sensor that has a sensitivity varying
linearly with the wave number. We try two sensor channels with the
following linear spectral responsivity , as shown in Fig. 6.3c:

R1(λ) = λ− λ1

λ2 − λ1
R0 =

(
1
2
+ λ̃

)
R0

R2(λ) = R0 − R1(λ) =
(

1
2
− λ̃

)
R0,

(6.7)

where R is the responsivity of the sensor and λ̃ the normalized wave-
length

λ̃ =
(
λ− λ1 + λ2

2

)
/(λ2 − λ1). (6.8)

λ̃ is zero in the middle and ±1/2 at the edges of the interval.
The sum of the responsivity of the two channels is independent of

the wavelength, while the difference is directly proportional to the wave-
length and varies from −R0 for λ = λ1 to R0 for λ = λ2:

R′1(λ̃) = R1(λ)+ R2(λ) = R0

R′2(λ̃) = R1(λ)− R2(λ) = 2λ̃R0.
(6.9)

Thus the sum of the signals from the two sensors R1 and R2, gives
the total radiative flux, while the mean wavelength is given by 2λ̃ =
(R1−R2)/(R1+R2). Except for these two quantities, the sensors cannot
reveal any further details about the spectral distribution.
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Figure 6.4: a Relative spectral response of the “standard” human eye as set by
the CIE in 1980 under medium to high irradiance levels (photopic vision, V(λ),
solid line), and low radiance levels (scotopic vision, V ′(λ), dashed line); data from
[119]. b Relative cone sensitivities of the human eye after DeMarco et al. [34].

6.2.4 Human Color Vision

The human visual system responds only to electromagnetic radiation
having wavelengths between about 360 and 800 nm. It is very insen-
sitive at wavelengths between 360 and about 410 nm and between 720
and 830 nm. Even for individuals without vision defects, there is some
variation in the spectral response. Thus, the visible range in the electro-
magnetic spectrum (light, Fig. 6.6) is somewhat uncertain.

The retina of the eye onto which the image is projected contains two
general classes of receptors, rods and cones. Photopigments in the outer
segments of the receptors absorb radiation. The absorbed energy is then
converted into neural electrochemical signals which are transmitted via
subsequent neurons and the optic nerve to the brain. Three different
types of photopigments in the cones make them sensitive to different
spectral ranges and, thus, enable color vision (Fig. 6.4b). Vision with
cones is only active at high and medium illumination levels and is also
called photopic vision. At low illumination levels, vision is taken over by
the rods. This type of vision is called scotopic vision.

At first glance it might seem impossible to measure the spectral re-
sponse of the eye in a quantitative way since we can only rely on the sub-
jective impression how the human eye senses “radiance”. However, the
spectral response of the human eye can be measured by making use of
the fact that it can sense brightness differences very sensitively. Based
on extensive studies with many individuals, in 1924 the International
Lighting Commission (CIE) set a standard for the spectral response of
the human observer under photopic conditions that was slightly revised
several times later on. Figure 6.4 show the 1980 values. The relative
spectral response curve for scotopic vision, V ′(λ) is similar in shape but
the peak is shifted from about 555 nm to 510 nm (Fig. 6.4a).
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Physiological measurements can only give a relative spectral lumi-
nous efficiency function. Therefore, it is required to set a new unit
for luminous quantities. This new unit is the candela; it is one of the
seven fundamental units of the metric system (Système Internationale,
or SI). The candela is defined to be the luminous intensity of a monochro-
matic source with a frequency of 5.4 × 1014 Hz and a radiant intensity
of 1/683 W/sr. The odd factor 1/683 has historical reasons because the
candela was previously defined independently from radiant quantities.

With this definition of the luminous intensity and the capability of
the eye to detect small changes in brightness, the luminous intensity of
any light source can be measured by comparing it to a standard light
source. This approach, however, would refer the luminous quantities to
an individual observer. Therefore, it is much better to use the standard
spectral luminous efficacy function. Then, any luminous quantity can be
computed from its corresponding radiometric quantity by:

Qv = 683
lm
W

780 nm∫
380 nm

Q(λ)V(λ)dλ photopic,

Qv′ = 1754
lm
W

780 nm∫
380 nm

Q(λ)V ′(λ)dλ scotopic,

(6.10)

where V(λ) is the spectral luminous efficacy for day vision (photopic). A
list with all photometric quantities and their radiant equivalent can be
found in Appendix A (�R15). The units of luminous flux, the photomet-
ric quantity equivalent to radiant flux (units W) is lumen (lm).

In terms of the spectral sampling techniques summarized above, hu-
man color vision can be regarded as a blend of band sampling and model-
based sampling. The sensitivities cover different bands with maximal
sensitivities at 445 nm, 535 nm, and 575 nm, respectively, but which
overlap each other significantly (Fig. 6.4b). In contrast to our model
examples, the three sensor channels are unequally spaced and cannot
simply be linearly related. Indeed, the color sensitivity of the human eye
is uneven, and all the nonlinearities involved make the science of color
vision rather difficult. Here, we give only some basic facts in as much as
they are useful to handle color images.

With three-color sensors, it is obvious that color signals cover a 3-
D space. Each point in this space represents one color. It is clear that
many spectral distributions, known as metameric color stimuli or just
metameres, map onto one point in the color space. Generally, we can
write the signal si received by a sensor with a spectral responsivity Ri(λ)
as

si =
∫
Ri(λ)φ(λ)dλ. (6.11)
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With three primary color sensors, a triple of values is received, often
called a tristimulus.

One of the most important questions in colorimetry is how to set
up a system representing colors as linear combination of some basic or
primary colors. A set of three spectral distributions φj(λ) represents a
set of primary colors and results in an array of responses that can be
described by the matrix P with

pij =
∫
Ri(λ)φj(λ)dλ. (6.12)

Each vector pj = (p1j, p2j, p3j) represents a tristimulus of the pri-
mary colors in the 3-D color space. It is obvious that only colors can be
represented that are a linear combination of the base vectors pj

s = Rp1 +Gp2 + Bp3 with 0 ≤ R,G, B ≤ 1, (6.13)

where the coefficients are denoted by R, G, and B, indicating the three
primary colors red, green, and blue. Only if the three base vectors pj
are an orthogonal base can all colors be presented as a linear combi-
nation of them. One possible and easily realizable primary color sys-
tem is formed by the monochromatic colors red, green, and blue with
wavelengths 700 nm, 546.1 nm, and 435.8 nm, as adopted by the CIE in
1931. In the following, we use the primary color system according to the
European EBU norm with red, green, and blue phosphor, as this is the
standard way color images are displayed.

Given the significant overlap in the spectral response of the three
types of cones (Fig. 6.4b), especially in the green image, it is obvious that
no primary colors exist that can span the color systems. The colors that
can be represented lie within the parallelepiped formed by the three
base vectors of the primary colors. The more the primary colors are
correlated with each other, i. e., the smaller the angle between two of
them, the smaller is the color space that can be represented by them.
Mathematically, colors that cannot be represented by a set of primary
colors have at least one negative coefficient in Eq. (6.13).

One component in the 3-D color space is intensity. If a color vector
is multiplied by a scalar, only its intensity is changed but not the color.
Thus, all colors could be normalized by the intensity. This operation
reduces the 3-D color space to a 2-D color plane or chromaticity diagram:

r = R
R +G + B , g = G

R +G + B , b = B
R +G + B , (6.14)

with r + g + b = 1. (6.15)

It is sufficient to use only the two components r and g. The third com-
ponent is then given by b = 1 − r − g, according to Eq. (6.15). Thus,
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all colors that can be represented by the three primary colors R, G, and
B are confined within a triangle in the rg space as shown in Fig. 6.5a.
As already mentioned, some colors cannot be represented by the pri-
mary colors. The boundary of all possible colors is given by the visible
monochromatic colors from deep red to blue. The line of monochro-
matic colors forms a U -shaped curve in the rg-space. Because all colors
that lie on a straight line between two colors can be generated as an ad-
ditive mixture of these colors, the space of all possible colors covers the
area filled by the U -shaped spectral curve and the straight mixing line
between its two end points for blue and red color (purple line).

In order to avoid negative color coordinate values, often a new coor-
dinate system is chosen with virtual primary colors, i. e., primary colors
that cannot be realized by any physical colors. This color system is
known as the XYZ color system and constructed in such a way that it
just includes the curve of monochromatic colors with only positive coef-
ficients (Fig. 6.5c) and given by the following linear coordinate transform:

⎡
⎢⎣ X
Y
Z

⎤
⎥⎦ =

⎡
⎢⎣ 0.490 0.310 0.200

0.177 0.812 0.011
0.000 0.010 0.990

⎤
⎥⎦

⎡
⎢⎣ R
G
B

⎤
⎥⎦ . (6.16)

The back-transform from theXYZ color system to the RGB color system
is given by the inverse of the matrix in Eq. (6.16).

The color systems discussed so far do not directly relate to the human
sense of color. From the rg or xy values, we cannot directly infer colors
such as green or blue. A natural type of description of colors includes
besides the luminance (intensity) the type of color, such as green or blue
(hue) and the purity of the color (saturation). From a pure color, we can
obtain any degree of saturation by mixing it with white.

Hue and saturation can be extracted from chromaticity diagrams by
simple coordinate transformations. The point of reference is the white
point in the middle of the chromaticity diagram (Fig. 6.5b). If we draw
a line from this point to a pure (monochromatic) color, it constitutes a
mixing line for a pure color with white and is thus a line of constant
hue. From the white point to the pure color, the saturation increases
linearly. The white point is given in the rg chromaticity diagram by
w = [1/3,1/3]T .

A color system that has its center at the white point is called a color
difference system. From a color difference system, we can infer a hue-
saturation color system (hue, saturation, and density; HIS) by simply
using polar coordinate systems. Then, the saturation is proportional to
the radius and the hue to the angle (Fig. 6.5b).

So far, color science is easy. All the real difficulties arise from the
need to adapt the color system in an optimum way to display and print
devices and for transmission by television signals or to correct for the



168 6 Quantitative Visualization

a

-1.5 -1 -0.5 0 0.5 1 1.5

-0.5

0

0.5

1

1.5

2

2.5

ge

red

orange
590

yellow

570

green

re

500

w

b

-1.5 -1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

1.5

2

v

u

line of constant hue
red

orange

yellow

green

blue

500

570

590

610

w

c

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

500

blue

Be

purple line

w

Ge

green

570
yellow

590
orange

610
Re

red

x

y

Figure 6.5: Chromaticity diagram shown in the a rg-color space, b uv-color
space, c xy-color space; the shaded triangles indicate the colors that can be
generated by additive color mixing using the primary colors R, G, and B.

uneven color resolution of the human visual system that is apparent in
the chromaticity diagrams of simple color spaces (Fig. 6.5). These needs
have led to a confusing variety of different color systems (�R16).

6.3 Waves and Particles

Three principal types of radiation can be distinguished: electromagnetic radi-
ation, particulate radiation with atomic or subatomic particles, and acoustic
waves. Although these three forms of radiation appear at first glance quite dif-
ferent, they have many properties in common with respect to imaging. First,
objects can be imaged by any type of radiation emitted by them and collected
by a suitable imaging system.

Second, all three forms of radiation show a wave-like character including partic-
ulate radiation. The wavelength λ is the distance of one cycle of the oscillation
in the propagation direction. The wavelength also governs the ultimate resolu-
tion of an imaging system. As a rule of thumb only structures larger than the
wavelength of the radiation can be resolved.
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Given the different types of radiation, it is obvious that quite different properties
of objects can be imaged. For a proper setup of an image system, it is therefore
necessary to know some basic properties of the different forms of radiation.
This is the purpose of this section.

6.3.1 Electromagnetic Waves

Electromagnetic radiation consists of alternating electric and magnetic fields. In
an electromagnetic wave, these fields are directed perpendicular to each other
and to the direction of propagation. They are classified by the frequency ν and
wavelength λ. In free space, all electromagnetic waves travel with the speed of
light , c ≈ 3×108 ms−1. The propagation speed establishes the relation between
wavelength λ and frequency ν of an electromagnetic wave as

λν = c. (6.17)

The frequency is measured in cycles per second (Hz or s−1) and the wavelength
in meters (m).

As illustrated in Fig. 6.6, electromagnetic waves span an enormous frequency
and wavelength range of 24 decades. Only a tiny fraction from about 400–
700 nm, about one octave, falls in the visible region, the part to which the hu-
man eye is sensitive. The classification usually used for electromagnetic waves
(Fig. 6.6) is somewhat artificial and has mainly historical reasons given by the
way these waves are generated or detected.

In matter, the electric and magnetic fields of the electromagnetic wave interact
with the electric charges, electric currents, electric fields, and magnetic fields in
the medium. Nonetheless, the basic nature of electromagnetic waves remains
the same, only the propagation of the wave is slowed down and the wave is
attenuated.

The simplest case is given when the medium reacts in a linear way to the distur-
bance of the electric and magnetic fields caused by the electromagnetic wave
and when the medium is isotropic. Then the influence of the medium is ex-
pressed in the complex index of refraction, η = n + iχ. The real part, n, or
ordinary index of refraction, is the ration of the speed of light, c, to the prop-
agation velocity u in the medium, n = c/u. The imaginary component of η, χ,
is related to the attenuation of the wave amplitude.

Generally, the index of refraction depends on the frequency or wavelength of
the electromagnetic wave. Therefore, the propagation speed of a wave is no
longer independent of the wavelength. This effect is called dispersion and the
wave is called a dispersive wave.

The index of refraction and the attenuation coefficient are the two primary pa-
rameters characterizing the optical properties of a medium. In the context of
imaging they can be used to identify a chemical species or any other physical
parameter influencing it.

Electromagnetic waves are generally a linear phenomenon. This means that
we can decompose any complex wave pattern into basic ones such as plane
harmonic waves. Or, conversely, we can superimpose any two or more electro-
magnetic waves and be sure that they are still electromagnetic waves.
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This superposition principle only breaks down for waves with very high field
strengths. Then, the material no longer acts in a linear way on the electromag-
netic wave but gives rise to nonlinear optical phenomena. These phenomena
have become obvious only quite recently with the availability of very intense
light sources such as lasers. A prominent nonlinear phenomenon is the fre-
quency doubling of light. This effect is now widely used in lasers to produce
output beams of double the frequency (half the wavelength). From the perspec-
tive of quantitative visualization, these nonlinear effects open an exciting new
world for visualizing specific phenomena and material properties.

6.3.2 Polarization

The superposition principle can be used to explain the polarization of electro-
magnetic waves. Polarization is defined by the orientation of the electric field
vector E. If this vector is confined to a plane, as in the previous examples of
a plane harmonic wave, the radiation is called plane polarized or linearly po-
larized . In general, electromagnetic waves are not polarized. To discuss the
general case, we consider two waves traveling in the z direction, one with the
electric field component in the x direction and the other with the electric field
component in the y direction. The amplitudes E1 and E2 are constant and φ is
the phase difference between the two waves. If φ = 0, the electromagnetic field
vector is confined to a plane. The angle φ of this plane with respect to the x
axis is given by

φ = arctan
E2

E1
. (6.18)

Another special case arises if the phase difference φ = ±90° and E1 = E2; then
the wave is called circularly polarized . In this case, the electric field vector ro-
tates around the propagation direction with one turn per period of the wave.
The general case where both the phase difference is not ±90° and the ampli-
tudes of both components are not equal is called elliptically polarized . In this
case, the E vector rotates in an ellipse, i. e., with changing amplitude around the
propagation direction. It is important to note that any type of polarization can
also be composed of a right and a left circular polarized beam. A left circular
and a right circular beam of the same amplitude, for instance, combine to form
a linear polarized beam. The direction of the polarization plane depends on the
phase shift between the two circularly polarized beams.

6.3.3 Coherence

An important property of some electromagnetic waves is their coherence. Two
beams of radiation are said to be coherent if a systematic relationship between
the phases of the electromagnetic field vectors exists. If this relationship is
random, the radiation is incoherent . It is obvious that incoherent radiation
superposes in a different way than coherent radiation. In case of coherent ra-
diation, destructive inference is possible in the sense that waves quench each
other in certain places were the phase shift is 180°.

Normal light sources are incoherent. They do not send out one continuous
planar wave but rather wave packages of short duration and with no particular
phase relationship. In contrast, a laser is a coherent light source.
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6.3.4 Photons

Electromagnetic radiation has particle-like properties in addition to those char-
acterized by wave motion. Electromagnetic energy is quantized in that for a
given frequency its energy can only occur in multiples of the quantity hν in
which h is Planck’s constant , the action quantum:

E = hν. (6.19)

The quantum of electromagnetic energy is called the photon.
In any interaction of radiation with matter, be it absorption of radiation or emis-
sion of radiation, energy can only be exchanged in multiples of these quanta.
The energy of the photon is often given in the energy unit electron volts (eV).
This is the kinetic energy an electron would acquire in being accelerated through
a potential difference of one volt. A photon of yellow light, for example, has an
energy of approximately 2 eV. Figure 6.6 includes a photon energy scale in eV.
The higher the frequency of electromagnetic radiation, the more its particulate
nature becomes apparent, because its energy quanta get larger. The energy of
a photon can be larger than the energy associated with the rest mass of an el-
ementary particle. In this case it is possible for electromagnetic energy to be
spontaneously converted into mass in the form of a pair of particles. Although
a photon has no rest mass, a momentum is associated with it, since it moves
with the speed of light and has a finite energy. The momentum, p, is given by

p = h/λ. (6.20)

The quantization of the energy of electromagnetic waves is important for imag-
ing since sensitive radiation detectors can measure the absorption of a single
photon. Such detectors are called photon counters. Thus, the lowest energy
amount that can be detected is hν . The random nature of arrival of photons
at the detector gives rise to an uncertainty (“noise”) in the measurement of
radiation energy. The number of photons counted per unit time is a random
variable with a Poisson distribution as discussed in Section 3.4.1. If N is the
average number of counted photons in a given time interval, the Poisson distri-
bution has a standard deviation σN =

√
N . The measurement of a radiative flux

with a relative standard deviation of 1 % thus requires the counting of 10 000
photons.

6.3.5 Particle Radiation

Unlike electromagnetic waves, most particulate radiation moves at a speed less
than the speed of light because the particles have a non-zero rest mass. With
respect to imaging, the most important type of particulate radiation is due to
electrons, also known as beta radiation when emitted by radioactive elements.
Other types of important particulate radiation are due to the positively charged
nucleus of the hydrogen atom or the proton, the nucleus of the helium atom or
alpha radiation which has a double positive charge, and the neutron.
Particulate radiation also shows a wave-like character. The wavelength λ and
the frequency ν are directly related to the energy and momentum of the particle:

ν = E/h Bohr frequency condition,
λ = h/p de Broglie wavelength relation. (6.21)



6.3 Waves and Particles 173

These are the same relations as for the photon, Eqs. (6.19) and (6.20). Their
significance for imaging purposes lies in the fact that particles typically have
much shorter wavelength radiation. Electrons, for instance, with an energy of
20 keV have a wavelength of about 10−11 m or 10 pm, less than the diameter of
atoms (Fig. 6.6) and about 50 000 times less than the wavelength of light. As
the resolving power of any imaging system — with the exception of nearfield
systems — is limited to scales in the order of a wavelength of the radiation (Sec-
tion 7.6.3), imaging systems based on electrons such as the electron microscope,
have a much higher potential resolving power than any light microscope.

6.3.6 Acoustic Waves

In contrast to electromagnetic waves, acoustic or elastic waves need a carrier.
Acoustic waves propagate elastic deformations. So-called longitudinal acoustic
waves are generated by isotropic pressure, causing a uniform compression and
thus a deformation in the direction of propagation. The local density ρ, the local
pressure p and the local velocity v are governed by the same wave equation

∂2ρ
∂t2

= u2∆ρ,
∂2p
∂t2

= u2∆p, with u = 1√
ρ0βad

, (6.22)

where u is the velocity of sound, ρ0 is the static density and βad the adiabatic
compressibility . The adiabatic compressibility is given as the relative volume
change caused by a uniform pressure (force/unit area) under the condition that
no heat exchange takes place:

βad = − 1
V

dV
dP
. (6.23)

Thus the speed of sound is related in a universal way to the elastic properties
of the medium. The lower the density and the compressibility, the higher is
the speed of sound. Acoustic waves travel much slower than electromagnetic
waves. Their speed in air, water, and iron at 20°C is 344 m/s, 1485 m/s, and
5100 m/s, respectively. An audible acoustic wave with a frequency of 3 kHz has
a wavelength in air of about 10 cm. However, acoustic waves with a much higher
frequency, known as ultrasound , can have wavelengths down in the micrometer
range. Using suitable acoustic lenses, ultrasonic microscopy is possible.

If sound or ultrasound is used for imaging, it is important to point out that prop-
agation of sound is much more complex in solids. First, solids are generally not
isotropic, and the elasticity of a solid cannot be described by a scalar compress-
ibility. Instead, a tensor is required to describe the elasticity properties. Second,
shear forces in contrast to pressure forces give rise also to transversal acoustic
waves, where the deformation is perpendicular to the direction of propagation
as with electromagnetic waves. Thus, sound waves of different modes travel
with different velocities in a solid.

Despite all these complexities, the velocity of sound depends only on the density
and the elastic properties of the medium. Therefore, acoustic waves show no
dispersion (in the limit of continous mechanics, i. e., for wavelengths much large
than distances between atoms). Thus waves of different frequencies travel with
the same speed. This is an important basic fact for acoustic imaging techniques.
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6.4 Interactions of Radiation with Matter

The interaction of radiation with matter is the basis for any imaging technique.
Basically, two classes of interactions of radiation with matter can be distin-
guished. The first class is related to the discontinuities of optical properties
at the interface between two different materials (Fig. 6.7a). The second class is
volume-related and depends on the optical properties of the material (Fig. 6.7b).
In this section, we give a brief summary of the most important phenomena. The
idea is to give the reader an overview of the many possible ways to measure ma-
terial properties with imaging techniques.

6.4.1 Thermal Emission

Emission of electromagnetic radiation occurs at any temperature and is thus a
ubiquitous form of interaction between matter and electromagnetic radiation.
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Figure 6.8: Spectral radiance Le of a blackbody at different absolute tempera-
tures T in K as indicated. The thin line crosses the emission curves at the wave-
length of maximum emission.

The cause for the spontaneous emission of electromagnetic radiation is thermal
molecular motion, which increases with temperature. During emission of radi-
ation, thermal energy is converted to electromagnetic radiation and the matter
is cooling down according to the universal law of energy conservation.

An upper level for thermal emission exists. According to the laws of thermody-
namics, the fraction of radiation at a certain wavelength that is absorbed must
also be re-emitted: thus, there is an upper limit for the emission, when the ab-
sorptivity is one. A perfect absorber — and thus a maximal emitter — is called
a blackbody .

The correct theoretical description of the radiation of a blackbody by Planck
in 1900 required the assumption of emission and absorption of radiation in
discrete energy quanta E = hν . The spectral radiance of a blackbody with the
absolute temperature T is (Fig. 6.8):

Le(ν, T) = 2hν3

c2

1

exp
(
hν
kBT

)
− 1
, Le(λ, T) = 2hc2

λ5

1

exp
(
hc
kBTλ

)
− 1
, (6.24)

with
h = 6.6262× 10−34 J s Planck constant,
kB = 1.3806× 10−23 J K−1 Boltzmann constant, and
c = 2.9979× 108 m s−1 speed of light in vacuum.

(6.25)

Blackbody radiation has the important feature that the emitted radiation does
not depend on the viewing angle. Such a radiator is called a Lambertian ra-
diator . Therefore the spectral emittance (constant radiance integrated over a
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hemisphere) is π times higher than the radiance:

Me(λ, T) = 2πhc2

λ5

1

exp
(
hc
kBTλ

)
− 1
. (6.26)

The total emittance of a blackbody integrated over all wavelengths is propor-
tional to T 4 according to the law of Stefan and Boltzmann:

Me =
∞∫
0

Me(λ)dλ = 2
15
k4
Bπ5

c2h3
T 4 = σT 4, (6.27)

where σ ≈ 5.67 · 10−8W m−2K−4 is the Stefan–Boltzmann constant . The wave-
length of maximum emittance of a blackbody is given by Wien’s law :

λm ≈ 2.898 · 10−3K m
T

. (6.28)

The maximum excitance at room temperature (300 K) is in the infrared at about
10µm and at 3000 K (incandescent lamp) in the near infrared at 1µm.
Real objects emit less radiation than a blackbody. The ratio of the emission of
a real body to the emission of the blackbody is called (specific) emissivity ε and
depends on the wavelength.
Radiation in the infrared and microwave range can be used to image the tem-
perature distribution of objects. This application of imaging is known as ther-
mography . Thermal imaging is complicated by the fact that real objects are not
perfect black bodies. Thus they partly reflect radiation from the surrounding.
If an object has emissivity ε, a fraction 1−ε of the received radiation originates
from the environment, biasing the temperature measurement. Under the sim-
plifying assumption that the environment has a constant temperature Te, we
can estimate the influence of the reflected radiation on the temperature mea-
surement. The total radiance emitted by the object, E, is

E = εσT 4 + (1− ε)σT 4
e . (6.29)

This radiance is interpreted to originate from a blackbody with the apparent
temperature T ′:

σT ′4 = εσT 4 + (1− ε)σT 4
e . (6.30)
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Rearranging for T ′ yields

T ′ = T
(
ε+ (1− ε)T

4
e
T 4

)1/4

. (6.31)

In the limit of small temperature differences (∆T = Te − T � T) Eq. (6.31)
reduces to

T ′ ≈ εT + (1− ε)Te or T ′ − T ≈ (1− ε)∆T . (6.32)

From this simplified equation, we infer that a 1 % deviation of ε from unity
results in 0.01 K temperature error per 1 K difference between the object tem-
perature and the environmental temperature. Even for an almost perfect black-
body such as a water surface with a mean emissivity of about 0.97, this leads to
considerable errors in the absolute temperature measurements. The apparent
temperature of a bright sky can easily be 80 K colder than the temperature of a
water surface at 300 K, leading to a −0.03· 80 K = −2.4 K bias in the measure-
ment of the absolute temperature of the water surface.

This bias can, according to Eqs. (6.31) and (6.32), be corrected if the mean tem-
perature of the environment is known. Also relative temperature measurements
are biased, although to a less significant degree. Assuming a constant environ-
mental temperature in the limit (Te − T)� T , we can infer from Eq. (6.32) that

∂T ′ ≈ ε∂T for (Te − T)� T , (6.33)

which means that the measured temperature differences are smaller by the fac-
tor ε than in reality.

Other corrections must be applied if radiation is significantly absorbed on the
way from the object to the receiver. If the distance between the object and
the camera is large, as for space-based or aerial infrared imaging of the Earth’s
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Figure 6.11: Some examples of thermography: a Heidelberg University building
taken on a cold winter day, b street scene, c look inside a PC, and d person with
lighter.

surface, it is important to select a wavelength range with a minimum absorp-
tion. The two most important atmospheric windows are at 3–5µm (with a sharp
absorption peak around 4.15µm due to CO2) and at 8–12µm.

Figure 6.9 shows the radiance of a blackbody at environmental temperatures
between 0 and 40 °C in the 0–20µm and 3–5µm wavelength ranges. Although
the radiance has its maximum around 10µm and is about 20 times higher than
at 4µm, the relative change of the radiance with temperature is much larger at
4µm than at 10µm.

This effect can be seen in more detail by examining radiance relative to the
radiance at at fixed temperature (Fig. 6.10a) and the relative radiance change in
(∂L/∂T)/L in percent (Fig. 6.10b). While the radiance at 20°C changes only about
1.7 %/K at 10µm wavelength, it changes about 4 %/K at 4µm wavelength. This
higher relative sensitivity makes it advantageous to use the 3–5µm wavelength
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range for measurements of small temperature differences although the absolute
radiance is much lower.

Some images illustrating the application of thermography are shown in Fig. 6.11.

6.4.2 Refraction, Reflection, and Transmission

At the interface between two optical media, according to Snell’s law the trans-
mitted ray is refracted, i. e., changes direction (Fig. 6.12):

sinθ1

sinθ2
= n2

n1
, (6.34)

where θ1 and θ2 are the angles of incidence and refraction, respectively. Re-
fraction is the basis for transparent optical elements (lenses) that can form an
image of an object. This means that all rays emitted from a point of the object
and passing through the optical element converge at another point at the image
plane.

A specular surface behaves like a mirror. Light irradiated in the direction (θi,φi)
is reflected back in the direction (θi,φi + π ). This means that the angle of
reflectance is equal to the angle of incidence and that the incident and reflected
ray and the normal of the surface lie in one plane. The ratio of the reflected
radiant flux to the incident flux at the surface is called the reflectivity ρ.

Specular reflection only occurs when all parallel incident rays are reflected as
parallel rays. A surface need not be perfectly smooth for specular reflectance
because of the wave-like nature of electromagnetic radiation. It is sufficient that
the residual surface irregularities are significantly smaller than the wavelength.

The reflectivity ρ depends on the angle of incidence, the refractive indices, n1

and n2, of the two media meeting at the interface, and the polarization state of
the radiation. Light is called parallel or perpendicular polarized if the electric
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field vector is parallel or perpendicular to the plane of incidence, i. e., the plane
containing the directions of incidence, reflection, and the surface normal.

Fresnel’s equations give the reflectivity for parallel polarized light:

ρ‖ = tan2(θ1 − θ2)
tan2(θ1 + θ2)

, (6.35)

for perpendicular polarized light

ρ⊥ = sin2(θ1 − θ2)
sin2(θ1 + θ2)

, (6.36)

and for unpolarized light (see Fig. 6.13)

ρ = ρ‖ + ρ⊥
2

, (6.37)

respectively, where θ1 and θ2 are the angles of the incident and refracted rays
related by Snell’s law.

At normal incidence (θ1 = 0), the reflectivity does not depend on the polariza-
tion state:

ρ = (n1 −n2)2

(n1 +n2)2
= (n− 1)2

(n+ 1)2
with n = n1/n2. (6.38)

As illustrated in Fig. 6.13, parallel polarized light is not reflected at all at a cer-
tain angle, the polarizing or Brewster angle θb. This condition occurs when the
refracted and reflected rays would be perpendicular to each other (Fig. 6.12b):

θb = arcsin
1√

1+n2
1/n

2
2

. (6.39)

When a ray enters into a medium with lower refractive index, there is a critical
angle, θc

θc = arcsin
n1

n2
with n1 < n2, (6.40)

beyond which all light is reflected and none enters the optically thinner medium.
This phenomenon is called total reflection.
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6.4.3 Rough Surfaces

Most natural and also artificial objects do not reflect light directly but show a dif-
fuse reflectance, as microscopic surface roughness causes reflection in various
directions depending on the slope distribution of the reflecting facets. There is
a great variety in how these rays are distributed over the emerging solid angle.
Some materials produce strong forward scattering effects while others scatter
almost equally in all directions. Other materials show a kind of mixed reflectiv-
ity, which is partly specular due to reflection at the smooth surface and partly
diffuse caused by body reflection. In this case, light penetrates partly into the
object where it is scattered at optical inhomogeneities. Part of this scattered
light leaves the object again, causing a diffuse reflection. To image objects that
do not emit radiation by themselves but passively reflect incident light, it is
essential to know how the light is reflected.

Generally, the relation between the incident and emitted radiance can be ex-
pressed as the ratio of the radiance emitted at the polar angle θe and the az-
imuth angle φe and the irradiance received at the incidence angle θi. This ratio
is called the bidirectional reflectance distribution function (BRDF ) or reflectivity
distribution, since it generally depends on the angles of both the incident and
excitant radiance:

f(θi,φi, θe,φe) = Le(θe,φe)Ei(θi,φi)
. (6.41)

For a perfect mirror (specular reflection), f is zero everywhere, except for θi =
θe and φe = π +φi, hence

f(θi, θe) = δ(θi − θe) · δ(φe −π −φi). (6.42)

The other extreme is a perfect diffuser, reflecting incident radiation equally into
all directions independently of the angle of incidence. Such a surface is known
as Lambertian radiator or Lambertian reflector. The radiance of such a surface
is independent of the viewing direction:

Le = 1
π
Ei or f(θi,φi, θe,φe) = 1

π
. (6.43)

6.4.4 Absorptance and Transmittance

Radiation traveling in matter is more or less absorbed and converted into dif-
ferent energy forms, especially heat. The absorptance is proportional to the
radiant intensity in a thin layer dx. Therefore

dI(λ)
dx

= −α(λ,x)I. (6.44)

The absorption coefficient α is a property of the medium and depends on the
wavelength of the radiation. It is a reciprocal length with the units m−1. By
integration of Eq. (6.44), we can compute the attenuation of radiation over the
distance from 0 to x:

I(x) = I(0) · exp
(
−

∫ x
0
α(λ,x′)dx′

)
, (6.45)



182 6 Quantitative Visualization

or, if the medium is homogeneous (i. e., α does not depend on the position x′),

I(x) = I(0) exp(−α(λ)x). (6.46)

The exponential attenuation of radiation in a homogeneous medium, as ex-
pressed by Eq. (6.46), is often referred to as Lambert–Beer’s or Bouger’s law .
After a distance of 1/α, the radiation is attenuated to 1/e of its initial value.

The path integral over the absorption coefficient

τ(x1, x2) =
∫ x2

x1

α(x′)dx′ (6.47)

results in a dimensionless quantity that is known as the optical thickness or
optical depth. The optical depth is a logarithmic expression of radiation attenu-
ation and means that along the path from the point x1 to point x2 the radiation
has been attenuated to e−τ .

If radiation travels in a composite medium, often only one chemical species
— at least at certain wavelengths — is responsible for the attenuation of the
radiation. Therefore, it makes sense to relate the absorption coefficient to the
concentration of that species:

α = ε · c, [ε] =
[

l
mol m−1

]
, (6.48)

where c is the concentration in mol/l. Then, ε is known as the molar absorption
coefficient . The simple linear relation Eq. (6.48) holds for a very wide range of
radiant intensities but breaks down at very high intensities, e. g., the absorption
of highly intense laser beams. At that point, the domain of nonlinear optical
phenomena is entered.

As the absorption coefficient is a distinct optical feature of chemical species, it
can be used in imaging applications to identify chemical species and to measure
their concentrations.

Finally, the term transmittance means the fraction of radiation that remains
after the radiation has traveled a certain path in the medium. Often, transmit-
tance and transmissivity are confused. In contrast to transmittance, the term
transmissivity is related to a single surface. It means the fraction of radiation
that is not reflected but enters the medium.

6.4.5 Scattering

The attenuation of radiation by scattering can be described with the same con-
cepts as for loss of radiation by absorption. The scattering coefficient is defined
by

β(λ) = −1
I

dI(λ)
dx

. (6.49)

It is a reciprocal length with the units m−1. If in a medium the radiation is
attenuated both by absorption and scattering, the two effects can be combined
in the extinction coefficient κ(λ):

κ(λ) = α(λ)+ β(λ). (6.50)
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Although scattering appears to be similar to absorption, it is a much more dif-
ficult phenomenon. The above formula can only be used if the radiation from
the individual scattering events adds up incoherently at some point far from the
particles. The complexity of scattering is related to the fact that the scattered
radiation (without additional absorption) is never lost. Scattered light can be
scattered more than once. Therefore, a fraction of it can reenter the original
beam. The probability that radiance will be scattered in a certain path length
more than once is directly related to the total attenuation by scattering along
the path of the beam or the optical depth τ . If τ is smaller than 0.1, less than
10% of the radiance is scattered.

The total amount of scattered light and the analysis of the angular distribution
is related to the optical properties of the scattering medium. Consequently,
scattering is caused by the optical inhomogeneity of the medium. In the further
discussion we assume that small spherical particles with radius r and index of
refraction n are imbedded in a homogeneous optical medium.

Scattering by a particle is described by the cross section. It is defined in terms of
the ratio of the flux removed by the particle to the flux incident on the particle:

σs = φs/φπr 2. (6.51)

The cross section has the units of area. It can be regarded as the effective area
of the particle for scattering that completely scatters the incident radiative flux.
Therefore, the efficiency factor for scattering Qs is defined as the cross section
related to the geometric cross section of the scattering particle:

Qs = σs/(πr 2). (6.52)

The angular distribution of the scattered radiation is given by the differential
cross section dσs/dΩ, i. e., the flux density scattered per unit solid angle. The
total cross-section is given as the integral over the sphere of the differential
cross-section:

σs =
∫

dσs
dΩ

dΩ. (6.53)

The relation between the scattering coefficient β Eq. (6.49) and the scattering
cross-section can be derived as follows. Let ρ be the number of particles per
unit volume. Thus, the total effective scattering cross-section covers the area
ρ·σ . This area compared to the unit area gives the fraction of area that removes
the incident flux and is thus equal to the scattering coefficient β:

β = ρσ. (6.54)

The scattering by small particles is most significantly influenced by the ratio
of the particle size to the wavelength of the radiation expressed in the dimen-
sionless particle size q = 2πr/λ = 2πrk. If q � 1 (Rayleigh scattering), the
scattering is very weak and proportional to λ−4:

σs/πr 2 = 8
3
q4

∣∣∣∣∣n
2 − 1
n2 + 2

∣∣∣∣∣ . (6.55)

For q� 1, the scattering can be described by geometrical optics. If the particle
completely reflects the incident radiation, the scattering cross-section is equal
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to the geometric cross-section (σs/πr 2 = 1) and the differential cross-section
is constant (isotropic scattering, dσ/dΩ = r 2/2).
Scattering for particles with sizes of about the wavelength of the radiation (Mie
scattering) is very complex due to diffraction and interference effects of the light
scattered from different portions of the surface of the particle. The differential
cross-section shows strong variations with the scattering angle and is directed
mostly in the forward direction, while Rayleigh scattering is fairly isotropic.

6.4.6 Optical Activity

An optical material rotates the plane of polarization of electromagnetic radia-
tion. The rotation is proportional to the concentration of the optically active
material, c, and the path length d:

ϕ = γ(λ)cd. (6.56)

The constant γ is known as the specific rotation and has the units [m2 mol] or
[cm2 g−1]; it depends strongly on the wavelength of the radiation. Generally,
the specific rotation is significantly larger at shorter wavelengths.

Two well-known optically active materials are quartz crystals and sugar solu-
tion. Optical activity — including the measurement of the wavelength depen-
dency — can be used to identify chemical species and to measure their con-
centration. With respect to visualization, optical activity is significant since it
can be induced by various external forces, among others electrical fields (Kerr
effect ) and magnetic fields (Faraday effect ).

6.4.7 Luminescence

Luminescence is the emission of radiation from materials that arises from a
radiative transition from an excited state to a lower state. Fluorescence is lu-
minescence characterized by short lifetimes of the excited state (on the order
of nanoseconds), while the term phosphorescence is used for longer lifetimes
(milliseconds to minutes).

Luminescence is an enormously versatile process because it can be triggered
by various processes. In chemiluminescence, the energy required to generate
the excited state is derived from the energy released by a chemical reaction.
Chemiluminescence normally has only low efficiencies (i. e., number of photons
emitted per reacting molecule) on the order of 1 % or less. Flames are the clas-
sic example of a low-efficiency chemiluminescent process. Bioluminescence is
a chemiluminescence in living organisms. Fireflies and the glow of marine mi-
croorganisms are well-known examples. The firefly reaction involves the enzy-
matic oxidation of luciferin. In contrast to most chemiluminescent processes,
this reaction converts almost 100 % of the chemical energy into radiant energy.
Low-level bioluminescent processes are common to many essential biological
processes. Imaging of these processes is becoming an increasingly important
tool to study biochemical processes.

Marking biomolecules with fluorescent dyes is becoming another increasingly
sophisticated tool in biochemistry. It has even become possible to mark indi-
vidual chromosomes or gene sequences in chromosomes with fluorescent dyes.
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Figure 6.14: Quenching of the fluorescence of pyrene butyric acid by dissolved
oxygen: measurements and fit with the Stern–Vollmer equation (dashed line)
[142].

Luminescence always has to compete with other processes that deactivate the
excited state without radiation emission. A prominent radiationless deactiva-
tion process is the energy transfer during the collision of molecules.

Some types of molecules, especially electronegative molecules such as oxygen,
are very efficient in deactivating excited states during collisions. This process
is referred to by the term quenching. The presence of a quenching molecule
causes the fluorescence to decrease. Therefore, the measurement of the fluo-
rescent irradiance can be used to measure the concentration of the quenching
molecule. The dependence of the fluorescent intensity on the concentration of
the quencher is given by the Stern–Vollmer equation:

L
L0
= 1

1+ kcq . (6.57)

L is the fluorescent radiance, L0 the fluorescent radiance when no quencher is
present, Cq the quencher concentration, and k the quenching constant depend-
ing suitably on the lifetime of the fluorescent state. Efficient quenching requires
that the excited state have a sufficiently long lifetime.

A fluorescent dye suited for quenching by dissolved oxygen is pyrene butyric
acid (PBA) [208]. The relative fluorescent radiance of PBA as a function of dis-
solved oxygen is shown in Fig. 6.14 [143]. Fluorescence is stimulated by a pulsed
nitrogen laser at 337 nm. The change in fluorescence is rather weak but suffi-
ciently large to enable reliable measurements of the concentration of dissolved
oxygen.

6.4.8 Doppler Effect

A velocity difference between a radiating source and a receiver causes the re-
ceiver to measure a frequency different from that emitted by the source. This
phenomenon is known as the Doppler effect . The frequency shift is directly
proportional to the velocity difference according to

νr = c − u
T
r k̄

c − uTs k̄νs or ∆ν = νr − νs = (us − ur )
Tk

1− uTs k̄/c , (6.58)
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where k̄ = k/ |k|, νs is the frequency of the source, νr the frequency measured
at the receiver, k the wave number of the radiation, c the propagation speed of
the radiation, and us and ur the velocities of the source and receiver relative to
the medium in which the wave is propagating. Only the velocity component in
the direction to the receiver causes a frequency shift.

If the source is moving towards the receiver (us Tk > 0), the frequency increases
as the wave fronts follow each other faster. A critical limit is reached when the
source moves with the propagation speed of the radiation. Then, the radiation
is left behind the source. For small velocities relative to the wave propagation
speed, the frequency shift is directly proportional to the relative velocity be-
tween source and receiver.

∆ν = (us − ur )k. (6.59)

The relative frequency shift ∆ω/ω is given directly by the ratio of the velocity
difference in the direction of the receiver and the wave propagation speed:

∆ν
ν
= (us − ur )

T

c
k̄. (6.60)

For electromagnetic waves, the velocity relative to a “medium” is not relevant.
The theory of relativity gives the frequency

νr = νs
γ(1− uT k̄/c) with γ = 1√

1− (|u| /c)2 . (6.61)

For small velocities (|u| << c), this equation also reduces to Eq. (6.59) with
u = us − ur . In this case, acoustic and electromagnetic waves can be treated
equally with respect to the frequency shift due to a relative velocity between
the source and receiver.

6.5 Exercises

Problem 6.1: ∗Radiometric quantities

Which radiometric quantities describe the following processes:

1. the total radiometric energy emitted by a light source,

2. the radiometric power emitted by a light source per area and solid angle,

3. the radiometric energy received per area and time by an imaging sensor, and

4. the radiometric energy received per area and during an exposure time by an
imaging sensor?

Problem 6.2: ∗Irradiance

A light source is mounted on a plane area and emits 1 W of radiometric power
isotropically into the hemisphere. Which fraction of this power is received by
a 10× 10µm2 imaging sensor element at a distance of 1 m? How large is the
irradiance of the sensor element?

Problem 6.3: ∗Color mixing
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Can pure (monochromatic) colors be produced by additive mixing of the three
colors red, green, and blue?

Problem 6.4: ∗Metameric colors

Imagine a color sensor with three channels, red, green, and blue, that has either
a spectral sensitivity corresponding to line sampling (Fig. 6.3a) or to band sam-
pling (Fig. 6.3b) in Section 6.2.3. For each of the two sensor types, indicate at
least three spectral distributions, which should be as different as possible from
each other, that result in the same color perception.

Problem 6.5: ∗Color circle

Why do we perceive the color changes from red over yellow, green, and blue back
to red again on a color circle as a continuous transition without discontinuities?
Physically there is a discontinuity in the wavelength if we go from blue to red.

Problem 6.6: ∗Object features and radiation

Which parameters of the radiation emitted by an object and received by a camera
can tell us about features of the observed object?

Problem 6.7: ∗∗Photons

How many photons are received by a 10× 10µm2 image sensor element that is
irradiated with E = 0.1 mW/cm2 (about 1/1000 of the irradiation of direct sun
light) for 1 ms? (Hint: the solution requires the Planck constant h, which has a
value of 6.626 · 10−34 Js.)

6.6 Further Readings

This chapter covered a variety of topics that are not central to image process-
ing but are important to know for a correct image acquisition. You can refresh
or extend your knowledge about electromagnetic waves by one of the classi-
cal textbooks on the subject, e. g., F. S. Crawford [43], Hecht [76], or Towne
[203]. Stewart [197] and Drury [39] address the interaction of radiation with
matter in the field of remote sensing. Richards [167] gives a survey of imaging
techniques across the electromagnetic spectrum. The topic of infrared imaging
has become an subject of its own and is treated in detail by Gaussorgues [58]
and Holst [81]. Pratt [159] give a good description of color vision with respect
to image processing. The practical aspects of photometry and radiometry are
covered by the “Handbook of Applied Photometry” from DeCusaris [32]. The
oldest application area of quantitative visualization is hydrodynamics. A fasci-
nating insight into flow visualization with many images is given by the “Atlas
of Visualization” edited by Nakayama and Tanida [145].
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7 Image Formation

7.1 Introduction

Image formation includes three major aspects. One is geometric in na-
ture. The question is where we find an object in the image. Essentially,
all imaging techniques project a three-dimensional space in one way or
the other onto a two-dimensional image plane. Thus, basically, imaging
can be regarded as a projection from 3-D into 2-D space. The loss of one
coordinate constitutes a severe loss of information about the geometry
of the observed scene. However, we unconsciously and constantly expe-
rience that our visual system perceives a three-dimensional impression
sufficiently well that we can grasp the three-dimensional world around
us and interact with it. The ease with which this reconstruction task is
performed by biological visual systems might tempt us to think that this
is a simple task. But — as we will see in Chapters 8 and 17 — it is not
that simple.

The second aspect is radiometric in nature. How “bright” is an im-
aged object, and how does the brightness in the image depend on the
optical properties of the object and the image formation system? The
radiometry of an imaging system is discussed in Section 7.5. For the
basics of radiometry see Section 6.2.

The third question is, finally, what happens to an image when we
represent it with an array of digital numbers to process it with a digital
computer? How do the processes that transform a continuous image
into such an array — known as digitization and quantization — limit
the resolution in the image or introduce artifacts? These questions are
addressed in Chapter 9.

7.2 World and Camera Coordinates

7.2.1 Definition

Basically, the position of objects in 3-D space can be described in two dif-
ferent ways (Fig. 7.1). First, we can use a coordinate system that is related
to the scene observed. These coordinates are called world coordinates
and denoted as X′ = [

X′1, X
′
2, X

′
3

]T
. The X′1 and X′2 coordinates describe

the horizontal and X′3 the vertical positions, respectively. Sometimes, an
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Figure 7.1: Illustration of world and camera coordinates.

alternative convention with non-indexed coordinates X′ = [X′, Y ′, Z′]T
is more convenient. Both notations are used in this book.

A second system, the camera coordinates X = [X1, X2, X3]T , can be
fixed to the camera observing the scene. The X3 axis is aligned with
the optical axis of the camera system (Fig. 7.1). Physicists are familiar
with such considerations. It is common to discuss physical phenomena
in different coordinate systems. In elementary mechanics, for example,
motion is studied with respect to two observers, one at rest, the other
moving with the object.

Transition from world to camera coordinates generally requires a
translation and a rotation. First, we shift the origin of the world co-
ordinate system to the origin of the camera coordinate system by the
translation vector T (Fig. 7.1). Then we change the orientation of the
shifted system by rotations about suitable axes so that it coincides with
the camera coordinate system. Mathematically, translation can be de-
scribed by vector subtraction and rotation by multiplication of the coor-
dinate vector with a matrix:

X = R(X′ − T ). (7.1)

7.2.2 Rotation

Rotation of a coordinate system has two important features. It does
not change the length or norm of a vector and it keeps the coordinate
system orthogonal. A transformation with these features is known in
linear algebra as an orthonormal transform.

The coefficients in a transformation matrix have an intuitive meaning.
This can be seen when we apply the transformation to unit vectors Ēp
in the direction of the coordinate axes. With Ē1, for instance, we obtain

Ē′1 = AĒ1 =
⎡
⎢⎣ a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤
⎥⎦

⎡
⎢⎣ 1

0
0

⎤
⎥⎦ =

⎡
⎢⎣ a11

a21

a31

⎤
⎥⎦ . (7.2)
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Thus, the columns of the transformation matrix give the coordinates of
the base vectors in the new coordinate system. Knowing this property,
it is easy to formulate the orthonormality condition that has to be met
by the rotation matrix R:

RTR = I or
3∑

m=1

rkmrlm = δk−l, (7.3)

where I denotes the identity matrix, whose elements are one and zero
on diagonal and non-diagonal positions, respectively. Using Eq. (7.2),
this equation simply states that the transformed base vectors remain
orthogonal:

Ē′kTĒ
′
l = δk−l. (7.4)

Equation Eq. (7.3) leaves three matrix elements independent out of
nine. Unfortunately, the relationship between the matrix elements and
three parameters to describe rotation turns out to be quite complex and
nonlinear. A common procedure involves the three Eulerian rotation
angles (φ, θ, ψ). A lot of confusion exists in the literature about the
definition of the Eulerian angle. We follow the standard mathematical
approach. We use right-hand coordinate systems and count rotation an-
gles positive in the counterclockwise direction. The rotation from the
shifted world coordinate system to the camera coordinate system is de-
composed into three steps (see Fig. 7.2, [62]).

1. Rotation about X′3 axis by the angle φ, X′′ = RφX′:

Rφ =
⎡
⎢⎣ cosφ sinφ 0
− sinφ cosφ 0

0 0 1

⎤
⎥⎦ (7.5)

2. Rotation about X′′1 axis by θ, X′′′ = RθX′′:

Rθ =
⎡
⎢⎣ 1 0 0

0 cosθ sinθ
0 − sinθ cosθ

⎤
⎥⎦ (7.6)

3. Rotation about X′′′3 axis by ψ, X = RψX′′′:

Rψ =
⎡
⎢⎣ cosψ sinψ 0
− sinψ cosψ 0

0 0 1

⎤
⎥⎦ (7.7)

Cascading the three rotations, RψRθRφ, yields the matrix⎡
⎣ cosψ cosφ− cosθ sinφ sinψ cosψ sinφ+ cosθ cosφ sinψ sinθ sinψ
− sinψ cosφ− cosθ sinφ cosψ − sinψ sinφ+ cosθ cosφ cosψ sinθ cosψ

sinθ sinφ − sinθ cosφ cosθ

⎤
⎦.
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Figure 7.2: Rotation of world coordinates X′ to camera coordinates X using the
three Eulerian angles (φ,θ,ψ) with successive rotations about the a X′3, b X′′1 ,
and c X′′′3 axes.

The inverse transformation from camera coordinates to world coor-
dinates is given by the transpose of the above matrix. Since matrix mul-
tiplication is not commutative, rotation is also not commutative. There-
fore, it is important not to interchange the order in which rotations are
performed.

Rotation is only commutative in the limit of an infinitesimal rotation.
Then, the cosine and sine terms reduce to 1 and ε, respectively. This limit
has some practical applications since minor rotational misalignments
are common.

Rotation about the X3 axis, for instance, can be

X = RεX′ =
⎡
⎢⎣ 1 ε 0
−ε 1 0

0 0 1

⎤
⎥⎦X′ or

X1 = X′1 + εX′2
X2 = X′2 − εX′1
X3 = X′3

.

As an example we discuss the rotation of the point
[
X′1,0,0

]T
. It is ro-

tated into the point
[
X′1, εX

′
1,0

]T
while the correct position would be[

X′1 cos ε,X′1 sin ε,0
]T

. Expanding the trigonometric function in a Taylor

series to third order yields a position error of
[
1/2ε2X′1,1/6ε3X′1,0

]T
.

For a 512× 512 image (X′1 < 256 for centered rotation) and an error
limit of less than 1/20 pixel, εmust be smaller than 0.02 or 1.15 °. This is
still a significant rotation vertically displacing rows by up to ±εX′ = ±5
pixels.

7.3 Ideal Imaging: Perspective Projection

7.3.1 The Pinhole Camera

The basic geometric aspects of image formation by an optical system are
well modeled by a pinhole camera. The imaging element of this camera
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Figure 7.3: Image formation with a pinhole camera.

is an infinitesimally small hole (Fig. 7.3). The single light ray coming
from a point of the object at [X1, X2, X3]T which passes through this
hole meets the image plane at [x1, x2,−di]T . Through this condition
an image of the object is formed on the image plane. The relationship
between the 3-D world and the 2-D image coordinates [x1, x2]T is given
by

x1 = −d
′X1

X3
, x2 = −d

′X2

X3
. (7.8)

The two world coordinates parallel to the image plane are scaled by
the factor d′/X3. Therefore, the image coordinates [x1, x2]T contain
only ratios of world coordinates, from which neither the distance nor
the true size of an object can be inferred.

A straight line in the world space is projected onto a straight line
at the image plane. This important feature can be proved by a simple
geometric consideration. All light rays emitted from a straight line pass
through the pinhole. Consequently they all lie on a plane that is spanned
by the straight line and the pinhole. This plane intersects with the image
plane in a straight line.

All object points on a ray through the pinhole are projected onto a
single point in the image plane. In a scene with several transparent ob-
jects, the objects are projected onto each other. Then we cannot infer
the three-dimensional structure of the scene at all. We may not even be
able to recognize the shape of individual objects. This example demon-
strates how much information is lost by projection of a 3-D scene onto
a 2-D image plane.

Most natural scenes, however, contain opaque objects. Here the ob-
served 3-D space is essentially reduced to 2-D surfaces. These sur-
faces can be described by two two-dimensional functions g(x1, x2) and
X3(x1, x2) instead of the general description of a 3-D scalar gray value
image g(X1, X2, X3). A surface in space is completely projected onto the
image plane provided that not more than one point of the surface lies
on the same ray through the pinhole. If this condition is not met, parts
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Figure 7.4: Occlusion of more distant objects and surfaces by perspective pro-
jection.

Figure 7.5: Perspective projection with x-rays.

of the surface remain invisible. This effect is called occlusion. The oc-
cluded 3-D space can be made visible if we put a point light source at the
position of the pinhole (Fig. 7.4). Then the invisible parts of the scene
lie in the shadow of those objects that are closer to the camera.

As long as we can exclude occlusion, we only need the depth map
X3(x1, x2) to reconstruct the 3-D shape of a scene completely. One way
to produce it — which is also used by our visual system — is by stereo
imaging, i. e., observation of the scene with two sensors from different
points of view (Section 8.2.1).

7.3.2 Projective Imaging

Imaging with a pinhole camera is essentially a perspective projection,
because all rays must pass through one central point, the pinhole. Thus
the pinhole camera model is very similar to imaging with penetrating
rays, such as x-rays, emitted from a point source (Fig. 7.5). In this case,
the object lies between the central point and the image plane.
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The projection equation corresponds to Eq. (7.8) except for the sign:

⎡
⎢⎣ X1

X2

X3

⎤
⎥⎦ 
−→

[
x1

x2

]
=

⎡
⎢⎢⎢⎣
d′X1

X3

d′X2

X3

⎤
⎥⎥⎥⎦ . (7.9)

The image coordinates divided by the image distance di are called
generalized image coordinates:

x̃1 = x1

d′
, x̃2 = x2

d′
. (7.10)

Generalized image coordinates are dimensionless and denoted by a tilde.
They are equal to the tangent of the angle with respect to the optical axis
of the system with which the object is observed. These coordinates ex-
plicitly take the limitations of the projection onto the image plane into
account. From these coordinates, we cannot infer absolute positions
but know only the angle at which the object is projected onto the im-
age plane. The same coordinates are used in astronomy. The general
projection equation of perspective projection Eq. (7.9) then reduces to

X =
⎡
⎢⎣ X1

X2

X3

⎤
⎥⎦ 
−→ x̃ =

⎡
⎢⎢⎢⎣
X1

X3

X2

X3

⎤
⎥⎥⎥⎦ . (7.11)

We will use this simplified projection equation in all further consider-
ations. For optical imaging, we just have to include a minus sign or, if
speaking geometrically, reflect the image at the origin of the coordinate
system.

7.4 Real Imaging

7.4.1 Basic Geometry of an Optical System

The model of a pinhole camera is an oversimplification of an imaging
system. A pinhole camera forms an image of an object at any distance
while a real optical system forms a sharp image only within a certain dis-
tance range. Fortunately, the geometry even for complex optical systems
can still be modeled with a small modification of perspective projection
as illustrated in Figs. 7.6 and 7.7. The focal plane has to be replaced
by two principal planes. The two principal planes meet the optical axis
at the principal points. A ray directed towards the first principal point
appears — after passing through the system — to originate from the
second principal point without angular deviation (Fig. 7.6). The distance
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Figure 7.7: Optical imaging with an optical system modeled by its principal points
P1 and P2 and focal points F1 and F2. The system forms an image that is a distance
d′ behind F2 from an object that is the distance d in front of F1.

between the two principal planes thus models the axial extension of the
optical system.

As illustrated in Fig. 7.6, rays between the two principal planes are
always parallel and parallel rays entering the optical system from left and
right meet at the second and first focal point, respectively. For practical
purposes, the following definitions also are useful: The effective focal
length is the distance from the principal point to the corresponding focal
point. The front focal length and back focal length are the distances from
the first and last surface of the optical system to the first and second
focal point, respectively.

The relation between the object distance and the image distance be-
comes very simple if they are measured from the focal points (Fig. 7.7),

dd′ = f 2. (7.12)
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This is the Newtonian form of the image equation. The possibly better
known Gaussian form uses the distances as to the principal points:

1
d′ + f +

1
d+ f =

1
f

(7.13)

7.4.2 Lateral and Axial Magnification

The lateral magnification ml of an optical system is given by the ratio
of the image size, x, to the object size, X:

ml = xX = f
d
= d

′

f
= f + d

′

f + d . (7.14)

The lateral magnification ml is proportional to d′: d′ = fml and in-
versely proportional to d: d′ = f/ml. Therefore it is easy to compute
the distance to the object (d) and the distance of the image plane to
the focal plane (d′) from a given magnification. Three illustrative ex-
amples follow: object at infinity (ml = 0): d′ = 0, magnification 1/10
(ml = 1/10): d′ = f/10, one-to-one imaging: (ml = 1): d′ = d = f .

A less well-known quantity is the axial magnification that relates the
positions of the image plane and object plane to each other. Thus the
axial magnification gives the magnification along the optical axis. If we
shift a point in the object space along the optical axis, how large is the
shift of the image plane? In contrast to the lateral magnification, the axial
magnification is not constant with the position along the optical axis.
Therefore the axial magnification is only defined in the limit of small
changes. We use slightly modified object and image positions d + ∆X3

and d′−∆x3 and introduce them into Eq. (7.12). Then a first-order Taylor
expansion in∆X3 and∆x3 (assuming that∆X3 � d and∆x3 � d′) yields

∆x3

∆X3
≈ d

′

d
(7.15)

and the axial magnification ma is given by

ma ≈ d
′

d
= f

2

d2
= d

′2

f 2
=m2

l . (7.16)

7.4.3 Depth of Focus and Depth of Field

The image equations Eqs. (7.12) and (7.13) determine the relation be-
tween object and image distances. If the image plane is slightly shifted
or the object is closer to the lens system, the image is not rendered
useless. It rather gets blurred. The degree of blurring depends on the
deviation from the distances given by the image equation.
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Figure 7.8: Illustration of the a depth of focus and b depth of field with an on-axis
point object.

The concepts of depth of focus and depth of field are based on the
fact that a certain degree of blurring does not affect the image quality.
For digital images it is naturally given by the size of the sensor elements.
It makes no sense to resolve smaller structures. We compute the blurring
in the framework of geometrical optics using the image of a point object
as illustrated in Fig. 7.8a. At the image plane, the point object is imaged
to a point. It smears to a disk with the radius ε with increasing distance
from the image plane. Introducing the f -numbernf of an optical system
as the ratio of the focal length and diameter of lens aperture 2r

nf = f
2r
, (7.17)

we can express the radius of the blur disk as:

ε = 1
2nf

f
f + d′∆x3, (7.18)

where ∆x3 is the distance from the (focused) image plane. The range
of positions of the image plane, [d′ − ∆x3, d′ + ∆x3], for which the ra-
dius of the blur disk is lower than ε, is known as the depth of focus.
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Equation (7.18) can be solved for ∆x3 and yields

∆x3 = 2nf

(
1+ d

′

f

)
ε = 2nf (1+ml)ε, (7.19)

where ml is the lateral magnification as defined by Eq. (7.14). Equa-
tion (7.19) illustrates the critical role of the nf -number and magnifica-
tion for the depth of focus. Only these two parameters determine for a
given ε the depth of focus and depth of field.

Of even more importance for practical usage than the depth of focus
is the depth of field . The depth of field is the range of object positions
for which the radius of the blur disk remains below a threshold ε at a
fixed image plane (Fig. 7.8b). With Eqs. (7.12) and (7.19) we obtain

d±∆X3 = f 2

d′ ∓∆x3
= f 2

d′ ∓ 2nf (1+ml)ε
. (7.20)

In the limit of ∆X3 � d, Eq. (7.20) reduces to

∆X3 ≈ 2nf · 1+ml

m2
l
ε. (7.21)

If the depth of field includes the infinite distance, the minimum distance
for a sharp image is

dmin = f 2

4nf (1+ml)ε
≈ f 2

4nfε
. (7.22)

A typical high resolution CCD camera has sensor elements, which
are about 10× 10µm in size. Thus we can allow for a radius of the
unsharpness disc of 5µm. Assuming a lens with an f -number of 2 and
a focal length of 15 mm, according to Eq. (7.21) we have a depth of field
of ± 0.2 m at an object distance of 1.5 m, and according to Eq. (7.22) the
depth of field reaches from 5 m to infinity. This example illustrates that
even with this small f -number and the relatively short distance, we may
obtain a large depth of field.

For high magnifications as in microscopy , the depth of field is very
small. With ml� 1, Eq. (7.21) reduces to

∆X3 ≈ 2nfε
ml

. (7.23)

With a 50-fold enlargement (ml = 50) and nf = 1, we obtain the extreme
low depth of field of only 0.2µm.

Generally, the whole concept of depth of field and depth of focus as
discussed here is only valid in the limit of geometrical optics. It can only
be used for blurring that is significantly larger than that caused by the
aberrations or diffraction of the optical system (Section 7.6.3).
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illustrated how a short cylindrical tube whose axis is aligned with the optical axis
is imaged with the corresponding set up.

7.4.4 Telecentric Imaging

In a standard optical system, a converging beam of light enters an optical
system. This setup has a significant disadvantage for optical gauging
(Fig. 7.9a). The object appears larger if it is closer to the lens and smaller
if it is farther away from the lens. As the depth of the object cannot be
inferred from its image, either the object must be at a precisely known
depth or measurement errors are unavoidable.

A simple change in the position of the aperture stop from the prin-
cipal point to the first focal point solves the problem and changes the
imaging system to a telecentric lens (Fig. 7.9b). By placing the stop at
this point, the principal rays (ray passing through the center of the aper-
ture) are parallel to the optical axis in the object space. Therefore, slight
changes in the position of the object do not change the size of the image
of the object. The farther it is away from the focused position, the more
it is blurred, of course. However, the center of the blur disk does not
change the position.

Telecentric imaging has become an important principle in machine
vision. Its disadvantage is, of course, that the diameter of a telecentric
lens must be at least of the size of the object to be imaged. This makes
telecentric imaging very expensive for large objects.

Figure 7.9 illustrates how a cylinder aligned with the optical axis with
a thin wall is seen with a standard lens and a telecentric lens. Standard
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imaging sees the cross-section and the inner wall and telecentric imaging
the cross-section only.

The discussion of telecentric imaging emphasizes the importance of
stops in the construction of optical systems, a fact that is often not
adequately considered.

7.4.5 Geometric Distortion

A real optical system causes deviations from a perfect perspective pro-
jection. The most obvious geometric distortions can be observed with
simple spherical lenses as barrel- or cushion-shaped images of squares.
Even with a corrected lens system these effects are not completely sup-
pressed.

This type of distortion can easily be understood by considerations
of symmetry. As lens systems show cylindrical symmetry, concentric
circles only suffer a distortion in the radius. This distortion can be ap-
proximated by

x′ = x
1+ k3|x|2 . (7.24)

Depending on whether k3 is positive or negative, barrel- and cushion-
shaped distortions in the images of squares will be observed. Commer-
cial TV lenses show a radial deviation of several image points (pixels) at
the edge of the sensor. If the distortion is corrected with Eq. (7.24), the
residual error is less than 0.06 image points [121].

This high degree of correction, together with the geometric stability
of modern CCD sensors, accounts for subpixel accuracy in distance and
area measurements without using expensive special lenses. Lenz [122]
discusses further details which influence the geometrical accuracy of
CCD sensors.

Distortions also occur if non-planar surfaces are projected onto the
image plane. These distortions prevail in satellite and aerial imagery.
Thus correction of geometric distortion in images is a basic topic in re-
mote sensing and photogrammetry [168].

Accurate correction of the geometrical distortions requires shifting
of image points by fractions of the distance between two image points.
We will deal with this problem later in Section 10.5 after we have worked
out the knowledge necessary to handle it properly.

7.5 Radiometry of Imaging

If is not sufficient to know only the geometry of imaging. Equally impor-
tant is to consider how the irradiance at the image plane is related to the
radiance of the imaged objects and which parameters of an optical sys-
tem influence this relationship. For a discussion of the fundamentals of
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Figure 7.10: An optical system receives a flux density that corresponds to the
product of the radiance of the object and the solid angle subtended by the pro-
jected aperture as seen from the object. The flux emitted from the object area A
is imaged onto the image area A′.

radiometry, especially all terms describing the properties of radiation,
we refer to Section 6.2.

The path of radiation from a light source to the image plane involves
a chain of processes (see Fig. 6.1). In this section, we concentrate on the
observation path (compare Fig. 6.1), i. e., how the radiation emitted from
the object to be imaged is collected by the imaging system.

7.5.1 Object Radiance and Image Irradiance

An optical system collects part of the radiation emitted by an object
(Fig. 7.10). We assume that the object is a homogeneous Lambertian
radiator with the radiance L. The aperture of the optical system appears
from the object to subtend a certain solid angleΩ. The projected circular
aperture area is πr 2 cosθ at a distance (d+ f)/ cosθ. Then, according
to Eq. (6.4), a flux

Φ = AΩL = Aπr
2 cos3 θ

(d+ f)2 L (7.25)

enters the optical system. The radiation emitted from the area A pro-
jected onto the object plane, i. e. A/ cosθ is imaged onto the area A′.
Therefore, the flux Φmust be divided by the area A′ in order to compute
the image irradiance E′. After Eq. (7.14), the area ratio can be expressed
as

A/ cosθ
A′

= 1

m2
l
= (f + d)2
(f + d′)2 . (7.26)

We further assume that the optical system has a transmittance t. In-
serting Eq. (7.26) into Eq. (7.25) finally leads to the following object ra-
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diance/image irradiance relation:

E′ = Φ
A′
= tπ

(
r

f + d′
)2

cos4 θ L. (7.27)

This fundamental relationship states that the image irradiance is pro-
portional to the object radiance. This is the base for the linearity of op-
tical imaging. The optical system is described by two simple terms: its
(total) transmittance t and the ratio of the aperture radius to the distance
of the image from the first principal point. For distant objects d � f ,
d′ � f , Eq. (7.27) reduces to

E′ = tπ cos4 θ
4n2

f
L, d� f (7.28)

using the f -number nf (Eq. (7.17)). For real optical systems, equations
Eqs. (7.27) and (7.28) are only an approximation. If part of the incident
beam is cut off by additional apertures or limited lens diameters (vi-
gnetting), the fall-off is even steeper at high angles θ. On the other hand,
a careful design of the position of the aperture can make the fall-off less
steep than cos4 θ. As also the residual reflectivity of the lens surfaces
depends on the angle of incidence, the true fall-off depends strongly on
the design of the optical system and is best determined experimentally
by a suitable calibration setup.

7.5.2 Invariance of Radiance

The astonishing fact that the image irradiance is so simply related to the
object radiance has its cause in a fundamental invariance. An image has
a radiance just like a real object. It can be taken as a source of radiation
by further optical elements. A fundamental theorem of radiometry now
states that the radiance of an image is equal to the radiance of the object
times the transmittance of the optical system.

The theorem can be proved using the assumption that the radiative
flux Φ through an optical system is preserved except for absorption in
the system leading to a transmittance less than one. The solid angles
that the object and image subtend in the optical system are

Ω = A0/(d+ f)2 and Ω′ = A0/(d′ + f)2, (7.29)

where A0 is the effective area of the aperture.
The flux emitted from an area A of the object is received by the area

A′ = A(d′ + f)2/(d+ f)2 in the image plane (Fig. 7.11a). Therefore, the
radiances are

L = Φ
ΩA

= Φ
A0A

(d+ f)2

L′ = tΦ
Ω′A′

= tΦ
A0A

(d+ f)2,
(7.30)
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and the following invariance holds:

L′ = tL for n′ = n. (7.31)

The radiance invariance of this form is only valid if the object and
image are in media with the same refractive index (n′ = n). If a beam with
radiance L enters a medium with a higher refractive index, the radiance
increases as the rays are bent towards the optical axis (Fig. 7.11b). Thus,
more generally the ratio of the radiance and the refractive index squared
remains invariant:

L′/n
′2 = tL/n2 (7.32)

From the radiance invariance, we can immediately infer the irradiance
on the image plane to be

E′ = L′Ω′ = L′π
(

r
f + d′

)2

= L′π sin2α′ = tLπ sin2α′. (7.33)

This equation does not consider the fall-off with cos4 θ in Eq. (7.27) be-
cause we did not consider oblique principal rays.

Radiance invariance considerably simplifies computation of image ir-
radiance and the propagation of radiation through complex optical sys-
tems. Its fundamental importance can be compared to the principles in
geometric optics that radiation propagates in such a way that the optical
path nd (real path times the index of refraction) takes an extreme value.
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Figure 7.12: Image formation by convolution with the point spread function
h(x). A point at X′ in the object plane results in an intensity distribution with a
maximum at the corresponding point x′ on the image plane. At a point x on the
image plane, the contributions from all points x′, i. e., g′i(x′)h(x − x′), must be
integrated.

7.6 Linear System Theory of Imaging

In Section 4.2 we discussed linear shift-invariant filters (convolution operators)
as one application of linear system theory. Imaging is another example that can
be described with this powerful concept. Here we will discuss optical imaging
in terms of the 2-D and 3-D point spread function (Section 7.6.1) and optical
transfer function (Section 7.6.2).

7.6.1 Point Spread Function

Previously it was seen that a point in the 3-D object space is not imaged onto
a point in the image space but onto a more or less extended area with vary-
ing intensities. Obviously, the function that describes the imaging of a point is
an essential feature of the imaging system and is called the point spread func-
tion, abbreviated as PSF . We assume that the PSF is not dependent on position.
Then optical imaging can be treated as a linear shift-invariant system (LSI ) (Sec-
tion 4.2).

If we know the PSF, we can calculate how any arbitrary 3-D object will be im-
aged. To perform this operation, we think of the object as decomposed into
single points. Figure 7.12 illustrates this process. A point X′ at the object plane
is projected onto the image plane with an intensity distribution corresponding
to the point spread function h. With g′i(x′) we denote the intensity values at
the object plane g′o(X

′) projected onto the image plane but without any defects
through the imaging. Then the intensity of a point x at the image plane is com-
puted by integrating the contributions from the point spread functions which
have their maximums at x′ (Fig. 7.12):

gi(x) =
∞∫
−∞
g′i(x

′)h(x − x′)d2x′ = (g′i ∗ h)(x). (7.34)
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The operation in Eq. (7.34) is known as a convolution. Convolutions play an
essential role in image processing. Convolutions are not only involved in image
formation but also in many image-processing operations. In case of image for-
mation, a convolution obviously “smears” an image and reduces the resolution.

This effect of convolutions can be most easily demonstrated with image struc-
tures that show periodic gray value variations. As long as the repetition length,
the wavelength, of this structure is larger than the width of the PSF, it will suffer
no significant changes. As the wavelength decreases, however, the amplitude
of the gray value variations will start to decrease. Fine structures will finally be
smeared out to such an extent that they are no longer visible. These considera-
tions emphasize the important role of periodic structures and lead naturally to
the introduction of the Fourier transform which decomposes an image into the
periodic gray value variations it contains (Section 2.3).

Previous considerations showed that formation of a two-dimensional image on
the image plane is described entirely by its PSF. In the following we will extend
this concept to three dimensions and explicitly calculate the point spread func-
tion within the limit of geometric optics, i. e., with a perfect lens system and
no diffraction. This approach is motivated by the need to understand three-
dimensional imaging, especially in microscopy, i. e., how a point in the 3-D ob-
ject space is imaged not only onto a 2-D image plane but into a 3-D image space.

First, we consider how a fixed point in the object space is projected into the
image space. From Fig. 7.8 we infer that the radius of the unsharpness disk is
given by

εi = rx3

di
. (7.35)

The index i of ε indicates the image space. Then we replace the radius of the
aperture r by the maximum angle under which the lens collects light from the
point considered and obtain

εi = dodi x3 tanα. (7.36)

This equation gives us the edge of the PSF in the image space. It is a double
cone with the x3 axis in the center. The tips of both the cones meet at the
origin. Outside the two cones, the PSF is zero. Inside the cone, we can infer
the intensity from the conservation of radiation energy. Since the radius of the
cone increases linearly with the distance to the plane of focus, the intensity
within the cone decreases quadratically. Thus the PSF hi(x) in the image space
is given by

hi(x) = I0
π(dodi x3 tanα)2

Π
(x2

1 + x2
2)1/2

2dodi x3 tanα

= I0
π(dodi z tanα)2

Π
r

2dodi z tanα
,

(7.37)

where I0 is the light intensity collected by the lens from the point, and Π is the
box function, which is defined as

Π(x) =
{

1 |x| ≤ 1/2
0 otherwise

. (7.38)
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Figure 7.13: a 3-D PSF and b 3-D OTF of optical imaging with a lens, back-
projected into the object space. Lens aberrations and diffraction effects are ne-
glected.

The last expression in Eq. (7.37) is written in cylindrical coordinates (r ,φ, z) to
take into account the circular symmetry of the PSF with respect to the x3 axis.

In a second step, we discuss what the PSF in the image space refers to in the
object space, since we are interested in how the effects of the imaging are pro-
jected back into the object space. We have to consider both the lateral and axial
magnification. First, the image, and thus also ε, are larger than the object by the
factor di/do. Second, we must find the planes in object and image space corre-
sponding to each other. This problem has already been solved in Section 7.4.2.
Equation Eq. (7.16) relates the image to the camera coordinates. In effect, the
back-projected radius of the unsharpness disk, εo, is given by

εo = X3 tanα, (7.39)

and the PSF, back-projected into the object space, by

ho(X) = I0
π(X3 tanα)2

Π
(X2

1 +X2
2)1/2

2X3 tanα
= I0
π(Z tanα)2

Π
R

2Z tanα
. (7.40)

The double cone of the PSF, back-projected into the object space, shows the
same opening angle as the lens (Fig. 7.13). In essence, h0(x) in Eq. (7.40) gives
the effect of optical imaging disregarding geometric scaling.

7.6.2 Optical Transfer Function

Convolution with the PSF in the space domain is a quite complex operation. In
Fourier space, however, it is performed as a multiplication of complex num-
bers. In particular, convolution of the 3-D object g′o(X) with the PSF ho(X)
corresponds in Fourier space to a multiplication of the Fourier transformed ob-
ject ĝ′o(k)with the Fourier transformed PSF, the optical transfer function or OTF
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ĥo(k). In this section, we consider the optical transfer function in the object
space, i. e., we project the imaged object back into the object space. Then the
image formation can be described by:

Imaged object Imaging Object

Space domain go(X) = ho(X) ∗ g′o(X)

Fourier domain ĝo(k) = ĥo(k) · ĝ′o(k).

(7.41)

This correspondence means that we can describe optical imaging with either
the point spread function or the optical transfer function. Both descriptions
are complete. As with the PSF, the OTF has an illustrative meaning. As the
Fourier transform decomposes an object into periodic structures, the OTF tells
us how the optical imaging process changes these periodic structures. An OTF
of 1 for a particular wavelength means that this periodic structure is not affected
at all. If the OTF is 0, it disappears completely. For values between 0 and 1 it is
attenuated correspondingly. Since the OTF is generally a complex number, not
only the amplitude of a periodic structure can be changed but also its phase.
Direct calculation of the OTF is awkward.
Here several features of the Fourier transform are used, especially its linearity
and separability, to decompose the PSF into suitable functions, which can be
transformed more easily. Two possibilities are demonstrated. They are also
more generally instructive, since they illustrate some important features of the
Fourier transform.
The first method for calculating the OTF decomposes the PSF into a bundle of
δ lines intersecting at the origin of the coordinate system. They are equally dis-
tributed in the cross-section of the double cone. We can think of each δ line as
being one light ray. Without further calculations, we know that this decomposi-
tion gives the correct quadratic decrease in the PSF, because the same number
of δ lines intersect a quadratically increasing area. The Fourier transform of a δ
line is a δ plane which is perpendicular to the line (�R5). Thus the OTF is com-
posed of a bundle of δ planes. They intersect the k1k2 plane at a line through
the origin of the k space under an angle of at most α. As the Fourier transform
preserves rotational symmetry, the OTF is also circular symmetric with respect
to the k3 axis. The OTF fills the whole Fourier space except for a double cone
with an angle of π/2−α. In this sector the OTF is zero. The exact values of the
OTF in the non-zero part are difficult to obtain with this decomposition method.
We will infer it with another approach, based on the separability of the Fourier
transform. We think of the double cone as layers of disks with varying radii
which increase with |x3|. In the first step, we perform the Fourier transform only
in the x1x2 plane. This transformation yields a function with two coordinates in
the k space and one in the x space, (k1, k2, x3), respectively ( q,ϕ, z) in cylinder
coordinates. Since the PSF Eq. (7.40) depends only on r (rotational symmetry
around the z axis), the two-dimensional Fourier transform corresponds to a
one-dimensional Hankel transform of zero order [14]:

h(r , z) = I0
π(z tanα)2

Π(
r

2z tanα
)

ȟ(q, z) = I0
J1(2πzq tanα)
πzq tanα

.

(7.42)
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The Fourier transform of the disk thus results in a function that contains the
Bessel function J1 (�R5).

As a second step, we perform the missing one-dimensional Fourier transform in
the z direction. Equation Eq. (7.42) shows that ȟ(q, z) is also a Bessel function
in z. This time, however, the Fourier transform is one-dimensional. Thus we
obtain not a disk function but a circle function (�R5):

J1(2πx)
x

◦ • 2
(
1− k2

)1/2
Π

(
k
2

)
. (7.43)

If we finally apply the Fourier transform scaling theorem (�R4),

if f(x) ◦ • f̂ (k),

then f(ax) ◦ • 1
|a| f̂

(
k
a

)
,

(7.44)

we obtain

ĥ(q, k3) = 2I0
π|q tanα|

(
1− k2

3

q2 tan2α

)1/2

Π
(

k3

2q tanα

)
. (7.45)

A large part of the OTF is zero. This means that spatial structures with the
corresponding directions and wavelengths completely disappear. In particular,
this is the case for all structures in the z direction, i. e., perpendicular to the
image plane. Such structures get completely lost and cannot be reconstructed
without additional knowledge.

We can only see 3-D structures if they also contain structures parallel to the
image plane. For example, it is possible to resolve points or lines that lie above
each other. We can explain this in the x space as well as in the k space. The
PSF blurs the points and lines, but they can still be distinguished if they are not
too close to each other.

Points or lines are extended objects in Fourier space, i. e., constants or planes.
Such extended objects partly coincide with the non-zero parts of the OTF and
thus will not vanish entirely. Periodic structures up to an angle of α to the
k1k2 plane, which just corresponds to the opening angle of the lens, are not
eliminated by the OTF. Intuitively, we can say that we are able to recognize all
3-D structures that we can actually look into. All we need is at least one ray
that is perpendicular to the wave number of the structure and, thus, run in the
direction of constant gray values.

7.6.3 Diffraction-Limited Optical Systems

Light is electromagnetic radiation and as such subject to wave-related phenom-
ena. When a parallel bundle of light enters an optical system, it cannot be
focused to a point even if all aberrations have been eliminated. Diffraction at
the aperture of the optical system blurs the spot at the focus to a size of at
least the order of the wavelength of the light. An optical system for which the
aberrations have been suppressed to such an extent that it is significantly lower
than the effects of diffraction is called diffraction-limited .
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Figure 7.14: Diffraction of a planar wave front at the aperture stop of an optical
system. The optical system converts the incoming planar wave front into spher-
ical wave fronts in all directions converging at the image plane. For further
details, see text.

A rigorous treatment of diffraction according to Maxwell’s equations is mathe-
matically quite involved ([13], [41, Chapters 9 and 10], and [87, Chapter 3]). The
diffraction of a planar wave at the aperture of lenses, however, can be treated
in a simple approximation known as Fraunhofer diffraction. It leads to a fun-
damental relation.

We assume that the aperture of the optical system is pierced by a planar wave
front coming from an object at infinity (Fig. 7.14). The effect of a perfect lens
is that it bends the planar wave front into a spherical wave front with its origin
at the focal point at the optical axis. Diffraction at the finite aperture of the
lens causes light also to go in other directions. This effect can be taken into
account by applying Huygens’ principle at the aperture plane. This principle
states that each point of the wave front can be taken as the origin of a new in-
phase spherical wave. All these waves superimpose at the image plane to form
an image of the incoming planar wave. The path lengths from a point x′ at the
image aperture to the focal point and to a point with an offset x at the image
plane (Fig. 7.14) are given by

s =
√
x′2 +y ′2 + f 2 and s′ =

√
(x′ − x)2 + (y ′ −y)2 + f 2, (7.46)

respectively. The difference between these two pathes under the condition that
x� f , i. e., neglecting quadratic terms in x and y , yields

s′ − s ≈ −xx
′ +yy ′
f

. (7.47)

This path difference results in a phase difference of

∆ϕ = 2π(s′ − s)
fλ

= −2π(xx′ +yy ′)
fλ

= −2π(xx′)
fλ

(7.48)

for a wave with the wavelength λ.

Now we assume that ψ′(x′) is the amplitude distribution of the wave front at
the aperture plane. Note that this is a more general approach than just using
a simple box function for an aperture stop. We want to treat the more general
case of arbitrarily varying amplitude of the wave front or any type of aperture
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functions. If we use a complex-valued ψ′(x′), it is also possible to include
effects that result in a phase shift in the aperture.

Then the superimposition of all spherical waves ψ′(x′) at the image plane with
the phase shift given by Eq. (7.48) yields

ψ(x) =
∞∫
−∞

∞∫
−∞
ψ′(x′) exp

(
−2π i

x′x
fλ

)
d2x′. (7.49)

This equation means that the amplitude and phase distribution ψ(x) at the
focal plane is simply the 2-D Fourier transform (see Eq. (2.32)) of the amplitude
and phase function ψ′(x′) at the aperture plane.

For a circular aperture, the amplitude distribution is given by

ψ′(x′) = Π
( |x′|

2r

)
, (7.50)

where r is the radius of the aperture. The Fourier transform of Eq. (7.50) is
given by the Bessel function of first order (�R4):

ψ(x) = ψ0
I1(2πxr/fλ)
πxr/fλ

. (7.51)

The irradiance E on the image plane is given by the square of the amplitude:

E(x) = |ψ(x)|2 = ψ2
0

(
I1(2πxr/fλ)
πxr/fλ

)2

. (7.52)

The diffraction pattern has a central spot that contains 83.9 % of the energy and
encircling rings with decreasing intensity (Fig. 7.15a). The distance from the
center of the disk to the first dark ring is

∆x = 0.61 · f
r
λ = 1.22λnf . (7.53)

At this distance, two points can clearly be separated (Fig. 7.15b). This is the
Rayleigh criterion for resolution of an optical system. The resolution of an
optical system can be interpreted in terms of the angular resolution of the in-
coming planar wave and the spatial resolution at the image plane. Taking the
Rayleigh criterion Eq. (7.53), the angular resolution ∆θ0 = ∆x/f is given as

∆θ0 = 0.61
λ
r
. (7.54)

Thus, the angular resolution does not depend at all on the focal length but
only the aperture of the optical system in relation to the wavelength of the
electromagnetic radiation.

In contrast to the angular resolution, the spatial resolution ∆x at the image
plane, depends according to Eq. (7.53) only on the relation of the radius of the
lens aperture to the distance f of the image of the object from the principal
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Figure 7.15: a Irradiance E(x) of the diffraction pattern (“Airy disk”) at the
focal plane of an optical system with a uniformly illuminated circular aperture
according to Eq. (7.52). b Illustration of the resolution of the image of two points
at a distance x/(nfλ) = 1.22.

point. Instead of the f -number we can use in Eq. (7.53) the numerical aperture
which is defined as

na = n sinθ0 = 2n
nf
. (7.55)

We assume now that the image-sided index of refraction n may be different
from 1. Here θ0 is the opening angle of the light cone passing from the center
of the image plane through the lens aperture. Then

∆x = 0.61
λ
n′a
. (7.56)

Therefore, the absolute resolution at the image plane does not at all depend
again on the focal length of the system but only the numerical aperture of the
image cone.

As the light way can be reversed, the same arguments apply for the object plane.
The spatial resolution at the object plane depends only on the numerical aper-
ture of the object cone, i. e., the opening angle of the cone entering the lens
aperture:

∆X = 0.61
λ
na
. (7.57)

These simple relations are helpful to evaluate the performance of optical sys-
tems. Since the maximum numerical aperture of optical systems is about one,
no smaller structures than about half the wavelength can be resolved.

7.7 Homogeneous Coordinates

In computer graphics, the elegant formalism of homogeneous coordinates [44,
54, 136] is used to describe all the transformations we have discussed so far,
i. e., translation, rotation, and perspective projection, in a unified framework.



7.7 Homogeneous Coordinates 213

This formalism is significant, because the whole image formation process can
be expressed by a single 4× 4 matrix.

A four-component column vector represents homogeneous coordinates

X′ = [
tX′1, tX

′
2, tX

′
3, t

]T , (7.58)

from which ordinary three-dimensional coordinates are obtained by dividing
the first three components of the homogeneous coordinates by the fourth. Any
arbitrary transformation can be obtained by premultiplying the homogeneous
coordinates with a 4× 4 matrix M. In particular, we can obtain the image coor-
dinates

x = [sx1, sx2, sx3, s]T (7.59)

by
x =MX. (7.60)

As matrix multiplication is associative, we can view the matrix M as composed
of many transformation matrices, performing such elementary transformations
as translation, rotation around a coordinate axis, perspective projection, and
scaling. The transformation matrices for the elementary transforms are readily
derived:

T =

⎡
⎢⎢⎢⎣

1 0 0 T1

0 1 0 T2

0 0 1 T3

0 0 0 1

⎤
⎥⎥⎥⎦ Translation by [T1, T2, T3]T

Rx1 =

⎡
⎢⎢⎢⎣

1 0 0 0
0 cosθ − sinθ 0
0 sinθ cosθ 0
0 0 0 1

⎤
⎥⎥⎥⎦ Rotation about X1 axis by θ

Rx2 =

⎡
⎢⎢⎢⎣

cosφ 0 sinφ 0
0 1 0 0

− sinφ 0 cosφ 0
0 0 0 1

⎤
⎥⎥⎥⎦ Rotation about X2 axis by φ

Rx3 =

⎡
⎢⎢⎢⎣

cosψ − sinψ 0 0
sinψ cosψ 0 0

0 0 1 0
0 0 0 1

⎤
⎥⎥⎥⎦ Rotation about X3 axis by ψ

S =

⎡
⎢⎢⎢⎣
s1 0 0 0
0 s2 0 0
0 0 s3 0
0 0 0 1

⎤
⎥⎥⎥⎦ Scaling

P =

⎡
⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 −1/d′ 1

⎤
⎥⎥⎥⎦ Perspective projection.

(7.61)
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Perspective projection is formulated slightly differently from the definition in
Eq. (7.11). Premultiplication of the homogeneous vector

X = [tX1, tX2, tX3, t]T

with P yields [
tX1, tX2, tX3, t

d′ −X3

d′

]T
, (7.62)

from which we obtain the image coordinates by division through the fourth
coordinate [

x1

x2

]
=

⎡
⎢⎢⎢⎣
X1

d′

d′ −X3

X2
d′

d′ −X3

⎤
⎥⎥⎥⎦ . (7.63)

From this equation we can see that the image plane is positioned at the origin,
since if X3 = 0, both image and world coordinates are identical. The center of
projection has been shifted to [0,0,−d′]T .
Complete transformations from world coordinates to image coordinates can be
composed of these elementary matrices. Strat [198], for example, proposed the
following decomposition:

M = CSPRzRyRxT . (7.64)

The scaling S and cropping (translation) C are transformations taking place in
the two-dimensional image plane. Strat [198] shows how the complete trans-
formation parameters from camera to world coordinates can be determined in
a noniterative way from a set of calibration points whose positions in the space
are exactly known. In this way, an absolute calibration of the outer camera pa-
rameters position and orientation and the inner parameters piercing point of
the optical axis, focal length, and pixel size can be obtained.

7.8 Exercises

Problem 7.1: ∗∗Imaging with a pinhole camera

1. What is the relation between object and image coordinates for a pinhole cam-
era?

2. What geometric object is the image of a straight line with the points A and
B, a triangle with the points A, B, and C, and of a planar and nonplanar
quadrangle?

3. Assume that you know the length of the straight line and the position A of
one of the end points in world coordinates. Is it then possible to determine
the second end point B from the image coordinates a and b?

Problem 7.2: ∗Geometry of imaging with x-rays

Can the imaging with penetrating x-rays that emerge from a single point and
are measured at a projection screen also be described by projective imaging?
The object is now located between the x-ray source and the projection screen.
How is the relation between image and world coordinates in this case? Prepare
a sketch of the geometry.
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Problem 7.3: ∗∗∗Depth of field with x-ray imaging

Is it possible to limit the depth of field with x-ray imaging? Hint: You cannot
use any lens with x-rays. The depth of field is related to the fact that the lens
collects rays from a point of the object that are going into a range of directions.
How can this principle be used with a non-imaging system? The object to be
inspected does not move.

Problem 7.4: ∗High depth of field

You are facing the following problem. An object should be measured with the
maximum possible depth of field. The illumination conditions, which you can-
not change, limit the aperture nf to a maximum value of 4. The object has an
extension of 320× 240 mm2 and must fill the whole image size when imaged
from a distance of 2.0 ± 0.5 m. Two cameras with a resolution of 640× 480
pixels are at your disposal. The pixel size of one camera is 9.9× 9.9µm2, that
of the other camera 5.6× 5.6µm2 (�R2). You can use any focal length f of the
lens. Questions:

1. Which focal length do you select?

2. Which of the two cameras delivers the larger depth of field?

Problem 7.5: ∗Diffraction-limited resolution

At which aperture nf is the diffraction-limited resolution equal to the size of
the sensor element? Use 4.4× 4.4µm2 and 6.7× 6.7µm2 large sensor elements.
What happens at larger nf values?

7.9 Further Readings

In this chapter, only the basic principles of imaging techniques are discussed.
A more detailed discussion can be found in Jähne [91] or Richards [167]. The
geometrical aspects of imaging are also of importance for computer graphics
and are therefore treated in detail in standard textbooks on computer graph-
ics, e. g. Watt [213] or Foley et al. [54]. More details about optical engineering
can be found in the following textbooks: Iizuka [87] (especially about Fourier
optics) and Smith [193]. Riedl [170] focuses on the design of infrared optics. In
this chapter, the importance of linear system theory has been stressed for the
description of an optical system. Linear system theory has widespread applica-
tions throughout science and engineering, see, e. g., Close and Frederick [26] or
Dorf and Bishop [38].
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8 3-D Imaging

8.1 Basics

In this chapter we discuss various imaging techniques that can retrieve
the depth coordinate which is lost by the projection of the object onto an
image plane. These techniques fall into two categories. They can either
retrieve only the depth of a surface in 3-D space or allow for a full re-
construction of volumetric objects. Often depth imaging and volumetric
imaging are both called 3-D imaging. This causes a lot of confusion.

Even more confusing is the wide variety of both depth and volumetric
imaging techniques. Therefore this chapter will not detail all available
techniques. It rather focuses on the basic principles. Surprisingly or not,
there are only a few principles on which the wide variety of 3-D imaging
techniques is based. If you know them, it is easy to understand how they
work and what accuracy you can expect.

We start with the discussion of the basic limitation of projective imag-
ing for 3-D vision in Section 8.1.1 and then give a brief summary of the
basic principles of depth imaging (Section 8.1.2) and volumetric imag-
ing (Section 8.1.3). Then one section is devoted to each of the basic
principles of 3-D imaging: depth from triangulation (Section 8.2), depth
from time-of-flight (Section 8.3), depth from phase (interferometry) (Sec-
tion 8.4), shape from shading and photogrammetric stereo (Section 8.5),
and tomography (Section 8.6).

8.1.1 Basic Limitation of Projective Imaging

As we have discussed in detail in Sections 7.6.1 and 7.6.2, a projective
optical system is a linear shift-invariant system that can be described by
a point spread function (PSF) and optical transfer function (OTF).

The 3-D OTF for geometrical optics shows the limitations of a projec-
tive imaging system best (see Section 7.6.2):

ĥ(q, k3) = 2I0
π|q tanα|

(
1− k2

3

q2 tan2α

)1/2

Π
(

k3

2q tanα

)
. (8.1)

The symbols q and k3 denote the radial and axial components of the
wave number vector, respectively. Two severe limitations of 3-D imaging
immediately follow from the shape of the 3-D OTF.
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Complete loss in wide wave number range. As shown in Fig. 7.13b,
the 3-D OTF is rotationally symmetric around the k3 axis (z direction)
and nonzero only inside an angle cone of±α around thexy plane. Struc-
tures with a wide range of wave numbers especially around the z axis are
completely lost. We can “see” only structures in those directions from
which the optics collect rays.

Loss of contrast at high wave numbers. According to Eq. (8.1), the
OTF is inversely proportional to the radial wave number q. Consequently,
the contrast of a periodic structure is attenuated in proportion to its
wave number. As this property of the OTF is valid for all optical imaging
— including the human visual system — the question arises why can we
see fine structures at all?

The answer lies in a closer examination of the geometric structure
of the objects observed. Most objects in the natural environment are
opaque. Thus, we see only the surfaces, i. e., we do not observe real 3-D
objects but only 2-D surface structures. If we image a 2-D surface onto a
2-D image plane, the 3-D PSF also reduces to a 2-D function. Mathemat-
ically, this means a multiplication of the PSF with a δ plane parallel to
the observed surface. Consequently, the unsharpness disk correspond-
ing to the distance of the surface from the lens now gives the 2-D PSF.
The restriction to 2-D surfaces thus preserves the intensity of all struc-
tures with wavelengths larger than the disk. We can see them with the
same contrast.

We arrive at the same conclusion in Fourier space. Multiplication of
the 3-D PSF with a δ plane in the x space corresponds to a convolution
of the 3-D OTF with a δ line along the optical axis, i. e., an integration
in the corresponding direction. If we integrate the 3-D OTF along the
k coordinate, we actually get a constant independent of the radial wave
number q:

2I0
π

q tanα∫
−q tanα

1
|q tanα|

⎡
⎣1−

(
z′

q tanα

)2
⎤
⎦1/2

dz′ = I0. (8.2)

To solve the integral, we substitute z′′ = z′/(q tanα) which yields an
integral over a unit semicircle.

In conclusion, there is a significant difference between surface imag-
ing (and thus depth imaging) and volumetric imaging. The OTF for sur-
face structures is independent of the wave number. However, for volu-
metric structures, we still have the problem of the decrease of the OTF
with the radial wave number. When observing such structures by eye or
with a camera, we will not be able to observe fine details. Projective imag-
ing systems are not designed to image true 3-D objects. Consequently,
volumetric imaging requires different techniques.
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8.1.2 Basic Principles of Depth Imaging

Depth imaging of a single opaque surface requires one additional piece
of information besides the brightness at each pixel of the image in or-
der to produce a depth image or range image. We can distinguish four
basic principles of depth imaging known as depth from paradigms. In
addition, depth can be inferred from the slope of surfaces by a paradigm
known as shape from shading.

Depth from triangulation. If we observe an object from two different
points of view separated by a base line b, the object will be seen under
a different angle to the base line from both positions. This technique is
known as triangulation and constitutes one of the basic techniques in
geodesy and cartography .

The triangulation technique is at the heart of a surprisingly wide va-
riety of techniques. At first glance these techniques appear so different
that it is difficult to believe that they are based on the same principle.

Depth from time-of-flight. This is another straightforward principle of
distance measurement. A signal is sent out, propagates with a character-
istic speed to the object, is reflected and travels back to the camera. The
travel time is directly proportional to the sum of the distances between
the sender and the object and the object and the receiver.

Depth from phase: interferometry. Interferometry can be regarded as
a special form of time-of-flight distance measurement. This technique
measures distances of a fraction of the wavelength of the radiation by
measuring not only the amplitude (energy) of the radiation but also its
phase. Phase measurements are possible by superimposition of coherent
radiation (Section 6.3.3) leading to high intensities when the two super-
imposing wave fronts are in phase (constructive interference) and to low
intensities when they show a phase shift of 180° (π , destructive inter-
ference). Light has wavelengths between 400 and 700 nm (Section 6.3.1
and Fig. 6.6). Consequently interferometric distance measurements with
light resolve distances in the nanometer range (10−9 m) — a small frac-
tion of the wavelength.

Depth from coherency. Another inherent property of radiation is its
coherency length (Section 6.3.3), i. e., the maximum path difference at
which coherent superimposition is still possible. The coherency length
can easily be measured by the ability to generate interference patterns.
Coherency lengths can be as short as a few wavelengths. Depth from
coherency techniques fill in the gap in the distance range that can be
measured between interferometric techniques and time-of-flight tech-
niques.
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Shape from shading. The shape of surfaces can also be determined
from the local orientation of the surface elements. This is expressed
mathematically by the surface normal. Then, of course, the absolute
depth of surface is lost, but the depth profile can be computed by inte-
grating the surface inclination. The surface normal can be inferred from
the shading because the radiance of a surface depends on the angle of
incidence of the illumination source.

8.1.3 Basic Principles of Volumetric Imaging

Any depth from technique that can measure multiple depths simultane-
ously is also useful for volumetric imaging. The capability to measure
multiple depths is thus another important characteristic of a depth imag-
ing technique. In addition to the depth imaging techniques, there are two
new basic principles for volumetric images:

Illumination slicing. In projective imaging, we do not know from which
depth the irradiance collected at the image plane originates. It could be
from any position of the projection ray (see Section 7.3.1 and Fig. 7.3).
However, the illumination can be arranged in such a way that only a
certain depth range receives light. Then we know from which depth the
irradiance at the image plane originates. When we scan the illumination
depth, a volumetric image can be taken.

Depth from multiple projections: tomography. A single projection
contains only partial information from a volumetric object. The ques-
tion therefore is, whether it is possible to take multiple projections from
different directions and to combine the different pieces of partial infor-
mation to a complete 3-D image. Such depth from multiple projections
techniques are known as tomography .

8.1.4 Characterization of 3-D Imaging Techniques

Depth imaging is characterized by two basic quantities, the depth res-
olution σz and the depth range ∆z. The depth resolution denotes the
statistical error of the depth measurement and thus the minimal resolv-
able depth difference. Note that the systematic error of the depth mea-
surement can be much larger (see discussion in Section 3.1). How the
resolution depends on the distance z is an important characteristic of a
depth imaging technique. It makes a big difference, for example, whether
the resolution is uniform, i. e., independent of the depth, or decreasing
with the distance z.

The depth range ∆z is the difference between the minimum and max-
imum depth that can be measured by a depth imaging technique. Con-
sequently, the ratio of the depth range and depth resolution, ∆z/σz,
denotes the dynamic range of depth imaging.
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Figure 8.1: A stereo camera setup.

8.2 Depth from Triangulation

Looking at the same object from different points of view separated by a base
vector b results in different viewing angles. In one way or the other, this differ-
ence in viewing angle results in a shift on the image plane, known as disparity ,
from which the depth of the object can be inferred.

Triangulation-based depth measurements include a wide variety of different
techniques that — at first glance — have not much in common, but are still
based on the same principle. In this section we will discuss stereoscopy (Sec-
tion 8.2.1), active triangulation, where one of the two cameras is replaced by a
light source (Section 8.2.2), depth from focus (Section 8.2.3), and confocal mi-
croscopy (Section 8.2.4). In the section about stereoscopy, we also discuss the
basic geometry of triangulation.

8.2.1 Stereoscopy

Observation of a scene from two different points of view allows the distance of
objects to be determined. A setup with two imaging sensors is called a stereo
system. Many biological visual systems perform depth perception in this way.
Figure 8.1 illustrates how depth can be determined from a stereo camera setup.
Two cameras are placed close to each other with parallel optical axes. The
distance vector b between the two optical axes is called the stereoscopic basis.

An object will be projected onto different positions of the image plane because
it is viewed from slightly different angles. The difference in the position is
denoted as the disparity or parallax, p. It is easily calculated from Fig. 8.1:

p = rx1 − lx1 = d′X1 + b/2
X3

− d′X1 − b/2
X3

= b d
′

X3
. (8.3)

The parallax is inversely proportional to the distance X3 of the object (zero for
an object at infinity) and is directly proportional to the stereoscopic basis and
the focal length of the cameras (d′ ≈ f for distant objects). Thus the distance
estimate becomes more difficult with increasing distance. This can be seen
more clearly by using the law of error propagation (Section 3.3.3) to compute
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the error of X3 from :

X3 = bd
′

p
� σX3 =

bd′

p2
σp = X2

3

bd′
σp. (8.4)

Therefore, the absolute sensitivity for a depth estimate decreases with the dis-
tance squared. As an example, we take a stereo system with a stereoscopic
basis of 200 mm and lenses with a focal length of 100 mm. Then, at a distance
of 10 m the change in parallax is about 200 µm/m (about 20 pixel/m), while it
is only 2µm/m (0.2 pixel/m) at a distance of 100 m.

Parallax is a vector quantity and parallel to the stereoscopic basisb. This has the
advantage that if the two cameras are exactly oriented we know the direction of
the parallax beforehand. On the other hand, we cannot calculate the parallax in
all cases. If an image sector does not show gray value changes in the direction
of the stereo basis, then we cannot determine the parallax. This problem is
a special case of the so-called aperture problem which occurs also in motion
determination and will be discussed in detail in Section 14.2.2.

The depth information contained in stereo images can be perceived directly
with a number of different methods. First, the left and right stereo image can
be represented in one image, if one is shown in red and the other in green.
The viewer uses spectacles with a red filter for the right and a green filter for
the left eye. In this way, the right eye observes only the green and the left eye
only the red image. This method — called the anaglyph method — has the
disadvantage that no color images can be used. However, this method needs no
special hardware and can be projected, shown on any RGB monitor, or printed
out with standard printers.

Vertical stereoscopy also allows for the viewing of color stereo images [116].
The two component images are arranged one over the other. When viewed with
prism spectacles that refract the upper image to the right eye and the lower
image to the left eye, both images fuse into a 3-D image.

Other stereoscopic imagers use dedicated hardware. A common principle is
to show the left and right stereo image in fast alternation on a monitor and
switch the polarization direction of the screen synchronously. The viewer wears
polarizing spectacles that filter the correct images out for the left and right eye.

However, the anaglyph method has the largest potential for most applications,
as it can be used with almost any image processing workstation, the only ad-
ditional piece of hardware needed being red/green spectacles. A stimulating
overview of scientific and technical applications of stereo images is given by
Lorenz [129].

8.2.2 Depth from Active Triangulation

Instead of a stereo camera setup, one camera can be replaced by a light source.
For a depth recovery it is then necessary to identify at each pixel from which
direction the illumination is coming. This knowledge is equivalent to knowledge
of the disparity. Thus an active triangulation technique shares all basic features
with the stereo system that we discussed in the previous section.

Sophisticated techniques have been developed in recent years to code the light
rays in a unique way. Most commonly, light projectors are used that project
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Figure 8.2: Active triangulation by projection of a series of fringe patterns with
different wavelengths for binary coding of the horizontal position; from Wiora
[220].

fringe patterns with stripes perpendicular to the triangulation base line onto the
scene. A single pattern is not sufficient to identify the position of the pattern
on the image plane in a unique way, but with a sequence of fringe patterns with
different wavelengths, each horizontal position at the image plane of the light
projector can be identified by a unique sequence of dark and bright stripes. A
partial series of six such patterns is shown in Fig. 8.2.

Such a sequence of fringe patterns also has the advantage that — within the
limits of the dynamic range of the camera — the detection of the fringe pat-
terns becomes independent of the reflection coefficient of the object and the
distance-dependent irradiance of the light projector. The occlusion problem
that is evident from the shadow behind the espresso machine in Fig. 8.2 re-
mains.

The binary coding by a sequence of fringe patterns no longer works for fine
fringe patterns. For high-resolution position determination, as shown in Fig. 8.3,
phase-shifted patterns of the same wavelength work much better and result in a
subpixel-accurate position at the image plane of the light projector. Because the
phase shift is only unique within a wavelength of the fringe pattern, in practice
a hybrid code is often used that determines the coarse position by binary coding
and the fine position by phase shifting.
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Figure 8.3: Active triangulation by phase-shifted fringe patterns with the same
wavelength. Three of four patterns are shown with phase shifts of 0, 90, and 180
degrees; from Wiora [220].

8.2.3 Depth from Focus

The limited depth of field of a real optical system (Section 7.4.3) is another
technique for depth estimation. An object is only imaged without blurring if
it is within the depth of field. At first glance, this does not look like a depth
from triangulation technique. However, it has exactly the same geometry as
the triangulation technique. The only difference is that instead of two, multiple
rays are involved and the radius of the blurred disk replaces the disparity. The
triangulation base corresponds to the diameter of the optics. Thus depth from
focus techniques share all the basic properties of a triangulation technique. For
given optics, the resolution decreases with the square of the distance (compare
Eq. (8.4) with Eq. (7.21)).

The discussion on the limitations of projective imaging in Section 8.1.1 showed
that the depth from focus technique does not work for volumetric imaging,
because most structures, especially those in the direction of the optical axis,
vanish. Depth from focus is, however, a very useful and simple technique for
depth determination for opaque surfaces.

Steurer et al. [196] developed a simple method to reconstruct a depth map from
a light microscopic focus series. A depth map is a two-dimensional function
that gives the depth of an object point d— relative to a reference plane — as a
function of the image coordinates

[
x,y

]T
.

With the given restrictions, only one depth value for each image point needs to
be found. We can make use of the fact that the 3-D point spread function of op-
tical imaging discussed in detail in Section 7.6.1 has a distinct maximum in the
focal plane because the intensity falls off with the square of the distance from
the focal plane. This means that at all points where we get distinct image points
such as edges, lines, or local extremes, we will also obtain an extreme in the gray
value on the focal plane. Figure 8.4 illustrates that the point spread functions
of neighboring image points only marginally influence each other close to the
focal plane.
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surface

Figure 8.4: Superposition of the point spread function of two neighboring points
on a surface.

a

b

Figure 8.5: a Focus series with 16 images of a metallic surface taken with depth
distances of 2µm; the focal plane becomes deeper from left to right and from
top to bottom. b Depth map computed from the focus series. Depth is coded by
intensity. Objects closer to the observer are shown brighter. From Steurer et al.
[196].
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Figure 8.6: Principle of confocal laser scanning microscopy.

Steurer’s method makes use of the fact that a distinct maximum of the point
spread function exists in the focal plane. His algorithm includes the following
four steps:

1. Take a focus series with constant depth steps.

2. Apply a suitable filter such as the variance operator (Section 15.2.2) to empha-
size small structures. The highpass-filtered images are segmented to obtain
a mask for the regions with significant gray value changes.

3. In the masked regions, search for the maximum magnitude of the difference
in all the images of the focus series. The image in which the maximum occurs
gives a depth value for the depth map. By interpolation of the values the
depth position of the maximum can be determined more exactly than with
the depth resolution of the image series [180].

4. As the depth map will not be dense, interpolation is required. Steurer used
a region-growing method followed by an adaptive lowpass filtering which is
applied only to the interpolated regions in order not to corrupt the directly
computed depth values. However, other valid techniques, such as normal-
ized convolution (Section 11.6.2) or any of the techniques described in Sec-
tion 17.2, are acceptable.

This method was successfully used to determine the surface structure of worked
metal pieces. Figure 8.5 shows that good results were achieved. A filing can be
seen that projects from the surface. Moreover, the surface shows clear traces
of the grinding process.

This technique works only if the surface shows fine details. If this is not the case,
the confocal illumination technique of Scheuermann et al. [180] can be applied
that projects statistical patterns into the focal plane (compare Section 1.2.2 and
Fig. 1.3).

8.2.4 Confocal Microscopy

Volumetric microscopic imaging is of utmost importance for material and life
sciences. Therefore the question arises, whether it is possible to change the
image formation process — and thus the point spread function — so that the
optical transfer function no longer vanishes, especially in the z direction.
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a

b c

Figure 8.7: Demonstration of confocal laser scanning microscopy (CLSM). a A
square pyramid-shaped crystal imaged with standard microscopy focused on the
base of the pyramid. b Similar object imaged with CLSM: only a narrow height
contour range, 2.5µm above the base of the square pyramid, is visible. c Image
composed of a 6.2µm depth range scan of CLSM images. Images courtesy of
Carl Zeiss Jena GmbH, Germany.

The answer to this question is confocal laser scanning microscopy . Its basic
principle is to illuminate only the points in the focal plane. This is achieved
by scanning a laser beam over the image plane that is focused by the optics of
the microscope onto the focal plane (Fig. 8.6). As the same optics are used for
imaging and illumination, the intensity distribution in the object space is given
approximately by the point spread function of the microscope. (Slight differ-
ences occur, as the laser light is coherent.) Only a thin slice close to the focal
plane receives a strong illumination. Outside this slice, the illumination falls
off with the distance squared from the focal plane. In this way contributions
from defocused objects outside the focal plane are strongly suppressed and
the distortions decrease. However, can we achieve a completely distortion-free
reconstruction? We will use two independent trains of thought to answer this
question.

Let us first imagine a periodic structure in the z direction. In conventional mi-
croscopy, this structure is lost because all depths are illuminated with equal
radiance. In confocal microscopy, however, we can still observe a periodic vari-
ation in the z direction because of the strong decrease of the illumination in-
tensity provided that the wavelength in the z direction is not too small.

The same fact can be illustrated using the PSF. The PSF of confocal microscopy
is given as the product of spatial intensity distribution and the PSF of the optical
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imaging. As both functions fall off with z−2, the PSF of the confocal microscope
falls off with z−4. This much sharper localization of the PSF in the z direction
results in a nonzero OTF in the z direction up to the z resolution limit.

The superior 3-D imaging of confocal laser scanning microscopy is demon-
strated in Fig. 8.7. An image taken with standard microscopy shows a crystal in
the shape of a square pyramid which is sharp only at the base of the pyramid
(Fig. 8.7a). Towards the top of the pyramid, the edges become more blurred.
In contrast, a single image taken with a confocal laser scanning microscopy
images only a narrow height range at all (Fig. 8.7b). An image composed of a
6.2µm depth scan by adding up all images shows a sharp image for the whole
depth range (Fig. 8.7c). Many fine details can be observed that are not visible in
the image taken with the conventional microscope. The laser-scanning micro-
scope has found widespread application in medical and biological sciences and
materials research.

8.3 Depth from Time-of-Flight

Time-of-flight techniques measure the delay caused by the time for a signal to
travel a certain distance. If the signal is sent out from the position of the camera,
it has to travel twice the distance between the camera and the object reflecting
the signal. Therefore the delay τ is given by

τ = 2z
c
, (8.5)

where c is the travel speed of the signal. From Eq. (8.5) it is evident that the
statistical error of the depth measurement is independent of the distance to the
object. It only depends on the accuracy of the delay measurement:

z = cτ
2

� σz = c
2
στ. (8.6)

This is a significant advantage over triangulation techniques (Eq. (8.4)).

With time-of-flight techniques one immediately thinks of pulse modulation, i. e.,
measuring the time of flight by the delay between sending and receiving a short
pulse. The maximum measurable distance depends on the frequency with which
the pulses are sent to the object. With electromagnetic waves, delay measure-
ments are very demanding. Because the light speed c is 3 · 108 m/s, the delay
is only 6.7 ns per meter.

Pulse modulation is only one of many techniques to modulate the signal for
time-of-flight measurements. Another powerful technique is the continuous-
wave modulation (CW modulation). With this technique the signal is modulated
periodically and the delay is measured as a phase shift between the outgoing
and ingoing signal:

z = c
4πν

φ � σz = c
4πν

σφ, (8.7)

where ν is the frequency of the modulation. The depth range is given by the
fact that the phase can be measured uniquely only in a range of ±π :

∆z = c
2ν

= cT
2
. (8.8)
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One of the most significant disadvantages of periodic modulation is thus the
limited depth range. This problem is overcome by pseudo-noise modulation
where the signal amplitude is randomly modulated. This technique combines
the high resolution of CW modulation with the large distance range of pulse
modulation.

8.4 Depth from Phase: Interferometry

Interferometry can be regarded as a special case of continuous-wave modula-
tion. The modulation is given directly by the frequency of the electromagnetic
radiation. It is still useful to regard interferometry as a special class of range
measurement technique because coherent radiation (Section 6.3.3) is required.
Because of the high frequencies of light, the phases of the outgoing and incom-
ing radiation cannot be measured directly but only by the amplitude variation
caused by the coherent optical superimposition of the outgoing and incoming
light.

The depth error and depth range for interferometric range measurements is
simply given by Eqs. (8.7) and (8.8) and the relations c = νλ (Section 6.3.1):

z = λ
4π
φ, σz = λ

4π
σφ, ∆z = λ

2
. (8.9)

Because of the small wavelength of light (0.4–0.7µm), interferometric measure-
ments are extremely sensitive. The limited depth range of only half a wavelength
can be overcome by multiwavelength interferometry

A second class of interferometric range measuring techniques is possible with
radiation that shows a coherence length of only a few wavelengths. Then in-
terference patterns occur only for a short distance of a few wavelengths and
can thus be taken as a depth measurement in a scanning system. This type of
interferometry is known as white-light interferometry or coherency radar .

8.5 Shape from Shading

Shape from shading techniques do not infer the depth but the normal of sur-
faces and thus form an entirely new class of surface reconstruction techniques.
It is obvious that shape from shading techniques cannot infer absolute dis-
tances.

8.5.1 Shape from Shading for Lambertian Surfaces

We first apply this technique for diffuse reflecting opaque objects. For the sake
of simplicity, we assume that the surface of a Lambertian object is illuminated
by parallel light. The radiance L of a Lambertian surface (Section 6.4.3) does
not depend on the viewing angle and is given by:

L = ρ(λ)
π
E cosγ, (8.10)
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Figure 8.8: Radiance computation illustrated in the gradient space for a Lam-
bertian surface illuminated by a distant light source with an incidence angle θi
and an azimuthal angle φi of zero.

where E is the irradiance and γ the angle between the surface normal and the
illumination direction. The relation between the surface normal and the inci-
dent and exitant radiation can most easily be understood in the gradient space.
This space is spanned by the gradient of the surface height a(X,Y):

s =∇a =
[
∂a
∂X
,
∂a
∂Y

]T
= [s1, s2]T . (8.11)

This gradient is directly related to the surface normal n by

n =
[
− ∂a
∂X
,− ∂a
∂Y
,1

]T
= [−s1,−s2,1]T . (8.12)

This equations shows that the gradient space can be understood as a plane
parallel to the XY plane at a height Z = 1 if we invert the directions of the
X and Y axes. The X and Y coordinates where the surface normal vector and
other directional vectors intersect this plane are the corresponding coordinates
in the gradient space.

The geometry of Lambertian reflection in the gradient space is illustrated in
Fig. 8.8. Without loss of generality, we set the direction of the light source as
the x direction. Then, the light direction is given by the vector l = (tanθi,0,1)T ,
and the radiance L of the surface can be expressed as

L = ρ(λ)
π
E
nT l
|n||l| =

ρ(λ)
π
E

−s1 tanθi + 1√
1+ tan2 θi

√
1+ s2

1 + s2
2

. (8.13)

Contour plots of the radiance distribution in the gradient space are shown in
Fig. 8.9a for a light source with an incidence angle of θi = 0°. In the case of
the light source at the zenith, the contour lines of equal radiance mark lines
with constant absolute slope s = (s2

1 + s2
2)1/2. However, the radiance changes

with surface slope are low, especially for low surface inclinations. An oblique
illumination leads to a much higher contrast in the radiance (Fig. 8.9b). With
an oblique illumination, however, the maximum surface slope in the direction
opposite to the light source is limited to π/2 − θ when the surface normal is
perpendicular to the light direction.
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Figure 8.9: Contour plot of the radiance of a Lambertian surface with homoge-
neous reflectivity illuminated by parallel light shown in the gradient space for
surface slopes between −1 and 1. The radiance is normalized to the radiance for
a flat surface. a Zero incidence angle θi = 0°; the spacing of the contour lines
is 0.05. b Oblique illumination with an incidence angle of 45° and an azimuthal
angle of 0°; the spacing of the contour lines is 0.1.

With a single illumination source, the information about the surface normal is
incomplete even if the surface reflectivity is known. Only the component of
the surface normal in the direction of the illumination change is given. Thus
surface reconstruction with a single illumination source constitutes a complex
mathematical problem that will not be considered further here. In the next sec-
tion we consider how many illuminations from different directions are required
to solve the shape from shading problem in a unique way. This technique is
known as photometric stereo.

8.5.2 Photogrammetric Stereo

The curved contour lines in Fig. 8.9 indicate that the relation between surface
slope and radiance is nonlinear. This means that even if we take two differ-
ent illuminations of the same surface (Fig. 8.10), the surface slope may not be
determined in a unique way. This is the case when the curved contour lines
intersect each other at more than one point. Only a third exposure with yet
another illumination direction would make the solution unique.

Using three exposures also has the significant advantage that the reflectivity of
the surface can be eliminated by the use of ratio imaging. As an example, we
illuminate a Lambertian surface with the same light source from three different
directions

l1 = [0, 0, 1]T ,
l2 = [tanθi, 0, 1]T ,
l3 = [0, tanθi, 1]T .

(8.14)
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Figure 8.10: Superimposed contour plots of the radiance of a Lambertian surface
with homogeneous reflectivity illuminated by a light source with an angle of
incidence of 45° and an azimuthal angle of 0° and 90°, respectively.

Then

L2/L1 = −s1 tanθi + 1√
1+ tan2 θi

, L3/L1 = −s2 tanθi + 1√
1+ tan2 θi

. (8.15)

Now the equations are linear in s1 and s2 and — even better — they are de-
coupled: s1 and s2 depend only on L2/L1 and L3/L1, respectively (Fig. 8.11). In
addition, the normalized radiance in Eq. (8.15) does not depend on the reflec-
tivity of the surface. The reflectivity of the surface is contained in Eq. (8.10) as
a factor and thus cancels out when the ratio of two radiance distributions of
the same surface is computed.

8.5.3 Shape from Refraction for Specular Surfaces

For specular surfaces, the shape from shading techniques discussed in Sec-
tion 8.5.1 do not work at all as light is only reflected towards the camera when
the angle of incidence from the light source is equal to the angle of reflectance.
Thus, extended light sources are required. Then, it turns out that for transpar-
ent specular surfaces, shape from refraction techniques are more advantageous
than shape from reflection techniques because the radiance is higher, steeper
surface slopes can be measured, and the nonlinearities of the slope/radiance
relationship are lower.
A shape from refraction technique requires a special illumination technique, as
no significant radiance variations occur, except for the small fraction of light
reflected at the surface. The base of the shape from refraction technique is the
telecentric illumination system which converts a spatial radiance distribution
into an angular radiance distribution. Then, all we have to do is to compute the
relation between the surface slope and the angle of the refracted beam and to
use a light source with an appropriate spatial radiance distribution.
Figure 8.12 illustrates the optical geometry for the simple case when the camera
is placed far above and a light source below a transparent surface of a medium
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Figure 8.11: Contour plots of the radiance of a Lambertian surface illuminated
by parallel light with an incidence angle of 45° and an azimuthal angle of 0° (a)
and 90° (b), respectively, and normalized by the radiance of the illumination at
0° incidence according to Eq. (8.15). The step size of the contour lines is 0.1. Note
the perfect linear relation between the normalized radiance and the x and y
surface slope components.

with a higher index of refraction. The relation between the surface slope s and
the angle γ is given by Jähne et al. [97] as

s = tanα = n tanγ

n−
√

1+ tan2 γ
≈ 4 tanγ

(
1+ 3

2
tan2 γ

)
(8.16)

with n = n2/n1. The inverse relation is

tanγ = s
√
n2 + (n2 − 1)s2 − 1√
n2 + (n2 − 1)s2 + s2

≈ 1
4
s
(

1− 3
32
s2

)
. (8.17)

In principle, the shape from refraction technique works for slopes up to infinity
(vertical surfaces). In this limiting case, the ray to the camera grazes the surface
(Fig. 8.12b) and

tanγ =
√
n2 − 1. (8.18)

The refraction law thus causes light rays to be inclined in a certain direction
relative to the slope of the water surface. If we make the radiance of the light
source dependent on the direction of the light beams, the water surface slope
becomes visible. The details of the construction of such a system are described
by Jähne et al. [97]. Here we just assume that the radiance of the light rays is
proportional to tanγ in the x1 direction. Then we obtain the relation

L∝ s1
√
n2 + (n2 − 1)s2 − 1√
n2 + (n2 − 1)s2 + s2

. (8.19)

Of course, again we have the problem that from a scalar quantity such as the
radiance no vector component such as the slope can be inferred. The shape
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a b

Figure 8.12: Refraction at an inclined surface as the basis for the shape from
refraction technique. The camera is far above the surface. a Rays emitted by the
light source at an angle γ are refracted in the direction of the camera. b Even
for a slope of infinity (vertical surface, α = 90 °), rays from the light source meet
the camera.
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Figure 8.13: Radiance map for the shape from refraction technique where the
radiance in a telecentric illumination source varies linearly in the x1 direction.

from refraction technique, however, comes very close to an ideal setup. If the
radiance varies only linearly in the x1 direction, as assumed, the radiance map
in the gradient space is also almost linear (Fig. 8.13). A slight influence of the
cross slope (resulting from the nonlinear terms in Eq. (8.19) in s2) becomes
apparent only at quite high slopes.

Ratio imaging can also be used with the shape from refraction technique. Color
images have three independent primary colors: red, green, and blue. With a
total of three channels, we can identify the position in a telecentric illumination
system — and thus the inclination of the water surface — uniquely and still have
one degree of freedom left for corrections. With color imaging we also have the
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advantage that all three illuminations are taken simultaneously. Thus moving
objects can also be observed.

A unique position coding with color can be achieved, for example, with the
following color wedges:

G(s) = (1/2+ cs1)E0(s)
R(s) = [1/2− c/2(s1 + s2)]E0(s)
B(s) = [1/2− c/2(s1 − s2)]E0(s).

(8.20)

We have again assumed a linear relation between one component of the slope
and the radiance, with nonlinear isotropic corrections of the form s1E0(s); c is
a calibration factor relating the measured radiance to the surface slope.

We now have three illuminations to determine two slope components. Thus,
we can take one to compensate for unwanted spatial variation of E0. This can
be done by normalizing the three color channels by the sum of all channels
G + R + B:

G
G + R + B = 2

3

(
1
2
+ cs1

)
,

B − R
G + R + B = 2

3
cs2.

(8.21)

Then the position on the wedge from which the light originates is given as

s1 = 1
2c

2G − R − B
G + R + B , s2 = 3

2c
B − R

G + R + B . (8.22)

From these position values, the x and y components of the slope can be com-
puted according to Eq. (8.19).

8.6 Depth from Multiple Projections: Tomography

8.6.1 Principle

Tomographic methods do not generate a 3-D image of an object directly, but
allow reconstruction of the 3-D shape of objects using suitable methods. To-
mographic methods can be considered as an extension of stereoscopy. With
stereoscopy only the depth of surfaces can be inferred, but not the 3-D shape
of transparent objects. Intuitively, we may assume that it is necessary to view
such an object from as many directions as possible.

Tomographic methods use radiation that penetrates an object from different
directions. If we use a point source (Fig. 8.14b), we observe a perspective or
fan-beam projection on the screen behind the object just as in optical imaging
(Section 7.3). Such an image is taken from different projection directions by
rotating the point source and the projection screen around the object. In a
similar way, we can use parallel projection (Fig. 8.14a) which is easier to analyze
but harder to realize. If the object absorbs the radiation, the intensity loss
measured in the projection on the screen is proportional to the path length of
the ray in the object. The 3-D shape of the object cannot be reconstructed from
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Figure 8.14: a Parallel projection and b fan-beam projection in tomography.

one projection. It is necessary to measure projections from all directions by
turning the radiation source and projection screen around the object.
As in other imaging methods, tomography can make use of different interac-
tions between matter and radiation. The most widespread application is trans-
mission tomography . The imaging mechanism is by the absorption of radiation,
e. g., x-rays. Other methods include emission tomography, reflection tomogra-
phy, and time-of-flight tomography (especially with ultrasound), and complex
imaging methods using magnetic resonance (MR).

8.6.2 Radon Transform and Fourier Slice Theorem

With respect to reconstruction, it is important to note that the projections un-
der all the angles ϑ can be regarded as another 2-D representation of the image.
One coordinate is the position in the projection profile, r , the other the angle
ϑ (Fig. 8.15). Consequently, we can regard the parallel projection as a transfor-
mation of the image into another 2-D representation. Reconstruction then just
means applying the inverse transformation. The critical issue, therefore, is to
describe the tomographic transform mathematically and to investigate whether
the inverse transform exists.
A projection beam is characterized by the angle ϑ and the offset r (Fig. 8.15).
The angle ϑ is the angle between the projection plane and the x axis. Further-
more, we assume that we slice the 3-D object parallel to the xy plane. Then,
the scalar product between a vector x on the projection beam and a unit vector

n̄ = [cosϑ, sinϑ]T (8.23)

normal to the projection beam is constant and equal to the offset r of the beam

xn̄− r = x cosϑ +y sinϑ − r = 0. (8.24)
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Figure 8.15: Geometry of a projection beam.

The projected intensity P(r ,ϑ) is given by integration along the projection
beam:

P(r ,ϑ) =
∫

path

g(x)ds =
∞∫
−∞

∞∫
−∞
g(x)δ(x1 cosϑ + x2 sinϑ − r)d2x. (8.25)

The δ distribution in this equation reduces the double integral to a projection
beam in the direction ϑ that has a distance r from the center of the coordinate
system. The projective transformation of a 2-D function g(x) onto P(r ,ϑ) is
named after the mathematician Radon as the Radon transform.
To better understand the properties of the Radon transform, we analyze it in
the Fourier space. The Radon transform can be understood as a special case of
a linear shift-invariant filter operation, the projection operator . All gray values
along the projection beam are added up. Therefore the point spread function
of the projection operator is a δ line in the direction of the projection beam. In
the Fourier domain this convolution operation corresponds to a multiplication
with the transfer function, which is a δ line (2-D) or δ plane (3-D) normal to
the δ line in the spatial domain (see �R5). In this way, the projection operator
slices a line or plane out of the spectrum that is perpendicular to the projection
beam.
This elementary relation can be computed most easily, without loss of general-
ity, in a rotated coordinate system in which the projection direction coincides
with the y ′ axis. Then the r coordinate in P(r ,ϑ) coincides with the x′ coordi-
nate and ϑ becomes zero. In this special case, the Radon transform reduces to
an integration along the y ′ direction:

P(x′,0) =
∞∫
−∞
g(x′, y ′)dy ′. (8.26)
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The Fourier transform of the projection function can be written as

P̂ (kx′ ,0) =
∞∫
−∞
P(x′,0) exp(−2π ikx′x′)dx′. (8.27)

Replacing P(x′,0) by the definition of the Radon transform, Eq. (8.26) yields

P̂ (kx′ ,0) =
∞∫
−∞

⎡
⎣ ∞∫
−∞
g(x′, y ′)dy ′

⎤
⎦ exp(−2π ikx′x′)dx′. (8.28)

If we insert the factor exp(−2π i0y ′) = 1 in this double integral, we recognize
that the integral is a 2-D Fourier transform of g(x′, y ′) for ky′ = 0:

P̂ (kx′ ,0) =
∞∫
−∞

∞∫
−∞
g(x′, y ′) exp(−2π ikx′x′) exp(−2π i0y ′)dx′dy ′

= ĝ(kx′ ,0).

(8.29)

Back transformation into the original coordinate system finally yields

P̂ (q,ϑ) = ĝ(k)δ(k− (kn̄)n̄), (8.30)

where q is the coordinate in the k space in the direction of ϑ and n̄ the normal
vector introduced in Eq. (8.23). The spectrum of the projection is identical to
the spectrum of the original object on a beam normal to the direction of the
projection beam. This important result is called the Fourier slice theorem or
projection theorem.

8.6.3 Filtered Back-Projection

If the projections from all directions are available, the slices of the spectrum
obtained cover the complete spectrum of the object. Inverse Fourier transform
then yields the original object. Filtered back-projection uses this approach with
a slight modification. If we just added the spectra of the individual projection
beams to obtain the complete spectrum of the object, the spectral density for
small wave numbers would be too high as the beams are closer to each other for
small radii. Thus, we must correct the spectrum with a suitable weighting factor.
In the continuous case, the geometry is very easy. The density of the projection
beams goes with |k|−1. Consequently, the spectra of the projection beams must
be multiplied by |k|. Thus, filtered back-projection is a two-step process. First,
the individual projections must be filtered before the reconstruction can be
performed by summing up the back-projections.

In the first step, we thus multiply the spectrum of each projection direction
by a suitable weighting function ŵ(|k|). Of course, this operation can also be
performed as a convolution with the inverse Fourier transform of ŵ(|k|),w(r).
Because of this step, the procedure is called the filtered back-projection.

In the second step, the back-projection is performed and each projection gives
a slice of the spectrum. Adding up all the filtered spectra yields the complete
spectrum. As the Fourier transform is a linear operation, we can add up the
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filtered projections in the space domain. In the space domain, each filtered
projection contains the part of the object that is constant in the direction of
the projection beam. Thus, we can back-project the corresponding gray value
of the filtered projection along the direction of the projection beam and add it
up to the contributions from the other projection beams.

After this illustrative description of the principle of the filtered back-projection
algorithm we derive the method for the continuous case. We start with the
Fourier transform of the object and write the inverse Fourier transformation in
polar coordinates (q,ϑ) in order to make use of the Fourier slice theorem

g(x) =
2π∫
0

∞∫
0

qĝ(q,ϑ) exp[2π iq(x1 cosϑ + x2 sinϑ)]dqdθ. (8.31)

In this formula, the spectrum is already multiplied by the wave number, q. The
integration boundaries, however, are not yet correct to be applied to the Fourier
slice theorem (Eq. (8.30)). The coordinate, q, should run from −∞ to ∞ and ϑ
only from 0 toπ . In Eq. (8.31), we integrate only over half a beam from the origin
to infinity. We can compose a full beam from two half beams at the angles ϑ
and ϑ+π . Thus, we split the integral in Eq. (8.31) into two over the angle ranges
[0, π[ and [π,2π[ and obtain

g(x) =
π∫
0

∞∫
0

qĝ(q,ϑ) exp[2π iq(x1 cosϑ + x2 sinϑ)]dqdϑ

+
π∫
0

∞∫
0

qĝ(−q,ϑ′) exp[−2π iq(x1 cosϑ′ + x2 sinϑ′)]dqdϑ′

using the following identities:

ϑ′ = ϑ +π, ĝ(−q,ϑ) = ĝ(q,ϑ′), cos(ϑ′) = − cos(ϑ), sin(ϑ′) = − sin(ϑ).

Now we can recompose the two integrals again, if we substitute q by −q in
the second integral and replace ĝ(q,ϑ) by P̂ (q,ϑ) because of the Fourier slice
theorem Eq. (8.30):

g(x) =
π∫
0

∞∫
−∞
|q|P̂ (q,ϑ) exp[2π iq(x1 cosϑ + x2 sinϑ)]dqdϑ. (8.32)

Equation (8.32) gives the inverse Radon transform and is the basis for the filtered
back-projection algorithm. The inner integral performs the back-projection of
a single projection:

P ′ = F−1(|q|FP). (8.33)

F denotes the 1-D Fourier transform operator. P ′ is the projection function
P multiplied in the Fourier space by |q|. If we perform this operation as a
convolution in the space domain, we can formally write

P ′ = [F−1(|q|)]∗ P. (8.34)
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The outer integral in Eq. (8.32) over the angle ϑ,

g(x) =
π∫
0

P ′(r , ϑ)dϑ, (8.35)

sums up the back-projected and filtered projections over all directions and thus
forms the reconstructed image. Note that the filtered projection profile P ′(r , ϑ)
in Eq. (8.35) must be regarded as a 2-D function to built up a 2-D object g(x).
This means that the projection profile is projected back into the projection
direction.

8.6.4 Discrete Filtered Back-Projection

There are several details we have not yet discussed that cause serious problems
for the reconstruction in the infinite continuous case. First, we observe that it
is impossible to reconstruct the mean of an object. Because of the multiplica-
tion by |k| in the Fourier domain (Eq. (8.32)), ĝ(0) is eliminated. Second, it is
altogether impossible to reconstruct an object of infinite size, as any projection
beam will result in infinite values.

Fortunately, all these difficulties disappear where we turn from the infinite con-
tinuous case to the finite discrete case where the objects are of limited size.
In practice, the size limit is given by the distance between the radiation source
and the detector. The resolution of the projection profile is limited by the com-
bined effects of the extent of the radiation source and the resolution of the
detector array in the projection plane. Finally, we can only take a limited num-
ber of projections. This corresponds to a sampling of the angle ϑ in the Radon
representation of the image.

We illustrate the discussion in this section with an example. We can learn much
about projection and reconstruction by considering the reconstruction of the
simplest object, a point, because the Radon transform (Eq. (8.25)) and its in-
verse are linear transforms. Then, the projections from all directions are equal
(Fig. 8.16a) and show a sharp maximum in the projection functions P(r ,ϑi). In
the first step of the filtered back-projection algorithm, P is convolved with the
|k| filter. The result is a modified projection function P ′ which is identical to
the point spread function of the |k| filter (Fig. 8.16b).

In a second step, the back-projections are added up in the image. From Fig. 8.16c,
we can see that at the position of the point in the image the peaks from all projec-
tions add up. At all other positions in the images, the filtered back-projections
are superimposed on each other in a destructive manner, because they show
negative and positive values. If the projection directions are sufficiently close
to each other, they cancel each other out except for the point at the center of
the image. Figure 8.16c also demonstrates that an insufficient number of pro-
jections leads to star-shaped distortion patterns.

The simple example of the reconstruction of a point from its projections is
also useful to show the importance of filtering the projections. Let us imagine
what happens when we omit this step. Then, we would add up δ lines as back-
projections which rotate around the position of the point. Consequently, we
would not obtain a point but a rotation-symmetric function that falls off with
|x|−1. As a result, the reconstructed objects would be considerably blurred.
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a b

c

Figure 8.16: Illustration of the filtered back-projection algorithm with a point ob-
ject: a projections from different directions; b filtering of the projection functions;
c back-projection: adding up the filtered projections.

8.7 Exercises

Problem 8.1: Stereoscopy

Interactive demonstration of the reconstruction of depth maps from stereo im-
ages (dip6ex08.01).

Problem 8.2: ∗Human stereo vision

Estimate how well the human vision system can estimate depth. Assume the
focal length of the eye to be 17 mm and the stereo basis to be 65 mm. Answer
the following questions:

1. At which distance is the parallax equal to the spatial resolution of the eye?
Assume that the eye is a diffraction-limited optical system (Section 7.6.3) with
an aperture of 3 mm.

2. How large is the standard deviation of the depth estimate at 0.5 m and 5 m
distance if we assume that the standard deviation of the measurement of the
parallax is a quarter of the spatial resolution of the eye?
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Problem 8.3: Depth form focus

Interactive demonstration of the reconstruction of images with large depth of
field and of depth maps from focus series (dip6ex08.02).

Problem 8.4: Tomography

Interactive demonstration of the radon transform and the tomographic recon-
struction using the filtered backprojection; demonstration of reconstruction
artifacts (dip6ex08.03).

Problem 8.5: ∗∗Artifacts with tomography

In practical applications it is often required to carry out a tomography with as
few as possible projections. Imagine that the angle intervals become larger and
larger. Discuss what happens by using a point object with Gaussian shape and
the standard deviation σ :

1. When do artifact commence and how do they look like?

2. Where do these artifacts occur first?

3. What do you conclude from these observations: is the resolution of a tomo-
graphic system position independent?

Problem 8.6: ∗∗∗ Tomography with few projections

With special classes of objects, it is possible to apply tomographic techniques
with only a few projections. Examine the following examples and determine
how many projections are required for a complete reconstruction:

1. An arbitrary rotationally symmetric object.

2. An arbitrarily formed object without holes (only one surface) consisting of a
homogeneous material.

3. Few small objects that do not superimpose each other in any projection. You
only want to determine the center of gravity of thesse objects and their vol-
ume.

8.8 Further Readings

A whole part with seven chapters of the “Handbook of Computer Vision and
Applications” is devoted to 3-D imaging [96, Vol. I, Part IV]. Klette et al. [111]
discusses 3-D computer vision focusing on stereo, shape from shading, and
photometric stereo.
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9.1 Definition and Effects of Digitization

The final step of digital image formation is the digitization. This means
sampling the gray values at a discrete set of points, which can be repre-
sented by a matrix. Sampling may already occur in the sensor that con-
verts the collected photons into an electrical signal. In a conventional
tube camera, the image is already sampled in lines, as an electron beam
scans the imaging tube line by line. A CCD camera already has a matrix
of discrete sensors. Each sensor is a sampling point on a 2-D grid. The
standard video signal, however, is again an analog signal. Consequently,
we lose the horizontal sampling, as the signal from a line of sensors is
converted back to an analog signal.

At first glance, digitization of a continuous image appears to be an
enormous loss of information, because a continuous function is reduced
to a function on a grid of points. Therefore the crucial question arises
as to which criterion we can use to ensure that the sampled points are
a valid representation of the continuous image, i. e., there is no loss of
information. We also want to know how and to which extent we can
reconstruct a continuous image from the sampled points. We will ap-
proach these questions by first illustrating the distortions that result
from improper sampling.

Intuitively, it is clear that sampling leads to a reduction in resolu-
tion, i. e., structures of about the scale of the sampling distance and
finer will be lost. It might come as a surprise to know that considerable
distortions occur if we sample an image that contains fine structures.
Figure 9.1 shows a simple example. Digitization is simulated by overlay-
ing a 2-D grid on the object comprising two linear grids with different
grid constants. After sampling, both grids appear to have grid constants
with different periodicity and direction. This kind of image distortion is
called the Moiré effect .

The same phenomenon, called aliasing, is known for one-dimensional
signals, especially time series. Figure 9.2 shows a signal with a sinusoidal
oscillation. It is sampled with a sampling distance, which is slightly
smaller than its wavelength. As a result we will observe a much larger
wavelength. Whenever we digitize analog data, these problems occur.
It is a general phenomenon of signal processing. In this respect, image
processing is only a special case in the more general field of signal theory.
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a b

c

Figure 9.1: The Moiré effect. a Original image with two periodic patterns: top
k = [0.21,0.22]T , bottom k = [0.21,0.24]T . b Each fourth and c each fifth point
are sampled in each direction, respectively.
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Figure 9.2: Demonstration of the aliasing effect: an oscillatory signal is sampled
with a sampling distance ∆x equal to 9/10 of the wavelength. The result is an
aliased wavelength which is 10 times the sampling distance.

Because the aliasing effect has been demonstrated with periodic sig-
nals, the key to understand and thus to avoid it is to analyze the digiti-
zation process in Fourier space. In the following, we will perform this
analysis step by step. As a result, we can formulate the conditions un-
der which the sampled points are a correct and complete representation
of the continuous image in the so-called sampling theorem. The follow-
ing considerations are not a strict mathematical proof of the sampling
theorem but rather an illustrative approach.
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9.2 Image Formation, Sampling, Windowing

Our starting point is an infinite, continuous image g(x), which we want
to map onto a matrix G. In this procedure we will include the image
formation process, which we discussed in Section 7.6. We can then dis-
tinguish three separate steps: image formation, sampling, and the limi-
tation to a finite image matrix.

9.2.1 Image Formation

Digitization cannot be treated without the image formation process. The
optical system, including the sensor, influences the image signal so that
we should include this process.

Digitization means that we sample the image at certain points of a
discrete grid, rm,n (Section 2.2.3). If we restrict our considerations to
rectangular grids, these points can be written according to Eq. (2.2):

rm,n = [m∆x1, n∆x2]T with m,n ∈ Z. (9.1)

Generally, we do not collect the illumination intensity exactly at these
points, but in a certain area around them. As an example, we take an
ideal CCD camera, which consists of a matrix of photodiodes without
any light-insensitive strips in between. We further assume that the pho-
todiodes are equally sensitive over the whole area. Then the signal at the
grid points is the integral over the area of the individual photodiodes:

g(rm,n) =
(m+1/2)∆x1∫
(m−1/2)∆x1

(n+1/2)∆x2∫
(n−1/2)∆x2

g′(x)dx1 dx2. (9.2)

This operation includes convolution with a rectangular box function and
sampling at the points of the grid. These two steps can be separated.
We can perform first the continuous convolution and then the sampling.
In this way we can generalize the image formation process and separate
it from the sampling process.

Because convolution is an associative operation, we can combine the
averaging process of the CCD sensor with the PSF of the optical system
(Section 7.6.1) in a single convolution process. Therefore, we can de-
scribe the image formation process in the spatial and Fourier domain by
the following operation:

g(x) =
∞∫
−∞
g′(x′)h(x − x′)d2x′ ◦ • ĝ(k) = ĝ′(k)ĥ(k), (9.3)

where h(x) and ĥ(k) are the resulting PSF and OTF, respectively, and
g′(x) can be considered as the gray value image that would be obtained
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by a perfect sensor, i. e., an optical system (including the sensor) whose
OTF is identically 1 and whose PSF is a δ-function.

Generally, the image formation process results in a blurring of the
image; fine details are lost. In Fourier space this leads to an attenuation
of high wave numbers. The resulting gray value image is said to be band-
limited .

9.2.2 Sampling

Now we perform the sampling. Sampling means that all information is
lost except at the grid points. Mathematically, this constitutes a multipli-
cation of the continuous function with a function that is zero everywhere
except for the grid points. This operation can be performed by multiply-
ing the image function g(x) with the sum of δ functions located at the
grid points rm,n Eq. (9.1). This function is called the two-dimensional δ
comb, or “bed-of-nails function”. Then sampling can be expressed as

gs(x) = g(x)
∑
m,n
δ(x − rm,n) ◦ • ĝs(k) =

∑
u,v
ĝ(k− r̂u,v), (9.4)

where

r̂u,v =
[
u�k1

v�k2

]
with u,v ∈ Z and �kw = 1

∆xw
(9.5)

are the points of the so-called reciprocal grid , which plays a significant
role in solid state physics and crystallography. According to the con-
volution theorem (Theorem 2.4, p. 54), multiplication of the image with
the 2-D δ comb corresponds to a convolution of the Fourier transform
of the image, the image spectrum, with another 2-D δ comb, whose grid
constants are reciprocal to the grid constants in x space (see Eqs. (9.1)
and (9.5)). A dense sampling in x space yields a wide mesh in the k
space, and vice versa. Consequently, sampling results in a reproduction
of the image spectrum at each grid point r̂u,v in the Fourier space.

9.2.3 Sampling Theorem

Now we can formulate the condition where we get no distortion of the
signal by sampling, known as the sampling theorem. If the image spec-
trum is so extended that parts of it overlap with the periodically repeated
copies, then the overlapping parts are alternated. We cannot distinguish
whether the spectral amplitudes come from the original spectrum at the
center or from one of the copies. In order to obtain no distortions, we
must avoid overlapping.

A safe condition to avoid overlapping is as follows: the spectrum
must be restricted to the area that extends around the central grid point
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Figure 9.3: Explanation of the Moiré effect with a periodic structure that does
not meet the sampling condition.

up to the lines parting the area between the central grid point and all
other grid points. In solid state physics this zone is called the first Bril-
louin zone [110].

On a rectangularW -dimensional grid, this results in the simple condi-
tion that the maximum wave number at which the image spectrum is not
equal to zero must be restricted to less than half of the grid constants
of the reciprocal grid:

Theorem 9.1 (Sampling theorem) If the spectrum ĝ(k) of a continuous
function g(x) is band-limited, i. e.,

ĝ(k) = 0 ∀|kw| ≥ �kw/2, (9.6)

then it can be reconstructed exactly from samples with a distance

∆xw = 1/�kw. (9.7)

In other words, we will obtain a periodic structure correctly only if we
take at least two samples per wavelength. The maximum wave number
that can be sampled without errors is called the Nyquist or limiting wave
number. In the following, we will often use dimensionless wave numbers,
which are scaled to the limiting wave number. We denote this scaling
with a tilde:

k̃w = kw
�kw/2

= 2kw∆xw. (9.8)

In this scaling all the components of the wave number k̃w fall into the
]−1, 1[ interval.
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Now we can explain the Moiré and aliasing effects. We start with
a periodic structure that does not meet the sampling condition. The
original spectrum contains a single peak, which is marked with the long
vector k in Fig. 9.3.

Because of the periodic replication of the sampled spectrum, there is
exactly one peak, at k′, which lies in the central cell. Figure 9.3 shows
that this peak has not only another wavelength but in general another
direction, as observed in Fig. 9.1.

The observed wave number k′ differs from the true wave number k
by a grid translation vector r̂u,v on the reciprocal grid. The indices u
and v must be chosen to meet the condition

|k1 +u �k1| < �k1/2

|k2 + v �k2| < �k2/2.
(9.9)

According to this condition, we obtain an aliased wave number

k′1 = k1 −�k1 = 9/10 �k1 −�k1 = −1/10 �k1 (9.10)

for the one-dimensional example in Fig. 9.2, as we just observed.
The sampling theorem, as formulated above, is actually too strict a

requirement. A sufficient and necessary condition is that the periodic
replications of the image spectra must not overlap.

9.2.4 Limitation to a Finite Window

So far, the sampled image is still infinite in size. In practice, we can only
work with finite image matrices. Thus the last step is the limitation of
the image to a finite window size. The simplest case is the multiplication
of the sampled image with a box function. More generally, we can take
any window function w(x) which is zero for sufficiently large x values:

gl(x) = gs(x) ·w(x) ◦ • ĝl(k) = ĝs(k)∗ ŵ(k). (9.11)

In Fourier space, the spectrum of the sampled image will be convolved
with the Fourier transform of the window function. Let us consider
the example of the box window function in detail. If the window in
the x space includes M ×N sampling points, its size is M∆x1 ×N∆x2.
The Fourier transform of the 2-D box function is the 2-D sinc func-
tion (�R5). The main peak of the sinc function has a half-width of
1/(M∆x1)× 1/(N∆x2). A narrow peak in the spectrum of the image
will become a 2-D sinc function. Generally, the resolution in the spec-
trum will be reduced to the order of the half-width of the sinc function.

In summary, sampling leads to a limitation of the wave number, while
the limitation of the image size determines the wave number resolution.
Thus the scales in space and wave number domains are reciprocal to
each other. The resolution in the space domain determines the size in
the wave number domain, and vice versa.
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Figure 9.4: a PSF and b transfer function of standard sampling.

9.2.5 Standard Sampling

The type of sampling discussed in Section 9.2.1 using the example of the
ideal CCD camera is called standard sampling. Here the mean value of
an elementary cell is assigned to a corresponding sampling point. It is
a kind of regular sampling, since each point in the continuous space is
equally weighted. We might be tempted to assume that standard sam-
pling conforms to the sampling theorem. Unfortunately, this is not the
case (Fig. 9.4). To the Nyquist wave number, the Fourier transform of
the box function is still 1/

√
2. The first zero crossing occurs at double

the Nyquist wave number. Consequently, Moiré effects will be observed
with CCD cameras. The effects are even more pronounced as only a small
fraction — typically 20% of the chip area for interline transfer cameras
— are light sensitive [122].

Smoothing over larger areas with a box window is not of much help
as the Fourier transform of the box window only decreases with k−1

(Fig. 9.4). The ideal window function for sampling is identical to the ideal
interpolation formula Eq. (9.15) discussed in Section 9.3, as its Fourier
transform is a box function with the width of the elementary cell of the
reciprocal grid. However, this windowing is impracticable. A detailed
discussion of interpolation can be found in Section 10.5.

9.3 Reconstruction from Samples

9.3.1 Perfect Reconstruction

The sampling theorem ensures the conditions under which we can re-
construct a continuous function from sampled points, but we still do
not know how to perform the reconstruction of the continuous image
from its samples, i. e., the inverse operation to sampling.

Reconstruction is performed by a suitable interpolation of the sam-
pled points. Generally, the interpolated points gr (x) are calculated from
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the sampled values g(rm,n)weighted with suitable factors depending on
the distance from the interpolated point:

gr (x) =
∑
m,n
h(x − rm,n)gs(rm,n). (9.12)

Using the integral properties of the δ function, we can substitute the
sampled points on the right side by the continuous values:

gr (x) =
∑
m,n

∞∫
−∞
h(x − x′)g(x′)δ(rm,n − x′)d2x′

=
∞∫
−∞
h(x − x′)

∑
m,n
δ(rm,n − x′)g(x′)d2x′.

The latter integral is a convolution of the weighting function h with
the product of the image function g and the 2-D δ-comb. In Fourier
space, convolution is replaced by complex multiplication and vice versa:

ĝr (k) = ĥ(k)
∑
u,v
ĝ(k− r̂u,v). (9.13)

The interpolated function cannot be equal to the original image if the
periodically repeated image spectra are overlapping. This is nothing
new; it is exactly what the sampling theorem states. The interpolated
image function is only equal to the original image function if the weight-
ing function is a box function with the width of the elementary cell of
the reciprocal grid. Then the effects of the sampling — all replicated
and shifted spectra — are eliminated and only the original band-limited
spectrum remains, and Eq. (9.13) becomes:

ĝr (k) = Π(k1∆x1, k2∆x2)ĝ(k). (9.14)

Then the interpolation function is the inverse Fourier transform of the
box function, a sinc function (�R5):

h(x) = sinc(x1/∆x1) sinc(x2/∆x2). (9.15)

9.3.2 Oversampling

Unfortunately, this function decreases only with 1/x towards zero. There-
fore, a correct interpolation requires a large image area; mathematically,
it must be infinitely large. This condition can be weakened if we “over-
fill” the sampling theorem, i. e., ensure that ĝ(k) is already zero before
we reach the Nyquist wave number. According to Eq. (9.13), we can
then choose ĥ(k) arbitrarily in the region where ĝ vanishes. We can
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use this freedom to construct an interpolation function that decreases
more quickly in the spatial domain, i. e., has a minimum-length inter-
polation mask. We can also start from a given interpolation formula.
Then the deviation of its Fourier transform from a box function tells
us to what extent structures will be distorted as a function of the wave
number. Suitable interpolation functions will be discussed in detail in
Section 10.5.

The principle of oversampling is not only of importance for the con-
struction of effective interpolation functions. It is also essential for the
design of any type of precise filter with small filter masks (see Chap-
ters 11 and 12). Generally, we must find a balance between the rate
of oversampling, which increases the number of data points, and the re-
quirements of the filter design. Practical experience shows that a sample
rate between 3 and 6 samples per wavelength, i. e., a 1.5-3-fold oversam-
pling is a good compromise.

9.4 Multidimensional Sampling on Nonorthogonal Grids

So far, sampling has only been considered for rectangular 2-D grids. Here we
will see that it can easily be extended to higher dimensions and nonorthogonal
grids. Two extensions are required.
First, W -dimensional grid vectors must be defined using a set of W not neces-
sarily orthogonal basis vectors bw that span the W -dimensional space. Then a
vector on the lattice is given by

rn = [n1b1, n2b2, . . . , nWbW]T with n = [n1, n2, . . . , nW] , nw ∈ Z. (9.16)

In image sequences one of these coordinates is the time. Second, for some
types of lattices, e. g., a triangular grid, more than one point is required. Thus
for general regular lattices, P points per elementary cell must be considered.
Each of the points of the elementary cell is identified by an offset vector sp .
Therefore an additional sum over all points in the elementary cell is required in
the sampling integral, and Eq. (9.4) extends to

gs(x) = g(x)
∑
p

∑
n
δ(x − rn − sp). (9.17)

In this equation, the summation ranges have been omitted.
The extended sampling theorem directly results from the Fourier transform of
Eq. (9.17). In this equation the continuous signal g(x) is multiplied by the sum
of delta combs. According to the convolution theorem (Theorem 2.4, p. 54), this
results in a convolution of the Fourier transform of the signal and the sum of the
delta combs in Fourier space. The Fourier transform of a delta comb is again
a delta comb (�R5). As the convolution of a signal with a delta distribution
simply replicates the function value at the zero point of the delta functions, the
Fourier transform of the sampled signal is simply a sum of shifted copies of the
Fourier transform of the signal:

ĝs(k, ν) =
∑
p

∑
v
ĝ(k− r̂v) exp(−2π ikT sp). (9.18)
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The phase factor exp(−2π ikT sp) results from the shift of the points in the
elementary cell by sp according to the shift theorem (Theorem 2.3, p. 54). The
vectors r̂v

r̂v = v1b̂1 + v2b̂2 + . . .+ vDb̂D with vd ∈ Z (9.19)

are the points of the reciprocal lattice. The fundamental translation vectors in
the space and Fourier domain are related to each other by

bTdb̂d′ = δd−d′ . (9.20)

This basically means that a fundamental translation vector in the Fourier do-
main is perpendicular to all translation vectors in the spatial domain except
for the corresponding one. Furthermore, the magnitudes of the corresponding
vectors are reciprocally related to each other, as their scalar product is one. In
3-D space, the fundamental translations of the reciprocial lattice can therefore
be computed by

b̂d = bd+1 × bd+2

bT1 (b2 × b3)
. (9.21)

The indices in the preceding equation are computed modulo 3, and bT1 (b2×b3)
is the volume of the primitive elementary cell in the spatial domain. All these
equations are familiar to solid state physicists or crystallographers [110]. Math-
ematicians know the lattice in the Fourier domain as the dual base or reciprocal
base of a vector space spanned by a nonorthogonal base. For an orthogonal
base, all vectors of the dual base show into the same direction as the corre-
sponding vectors and the magnitude is given by

∣∣∣b̂d∣∣∣ = 1/ |bd|. Then often the
length of the base vectors is denoted by ∆xd, and the length of the reciprocal
vectors by �kd = 1/∆xd. Thus an orthonormal base is dual to itself.

Reconstruction of the continuous signal is performed again by a suitable in-
terpolation of the values at the sampled points. Now the interpolated values
gr (x) are calculated from the values sampled at rn+sp , weighted with suitable
factors that depend on the distance from the interpolated point:

gr (x) =
∑
p

∑
n
gs(rn + sp)h(x − rn − sp). (9.22)

Using the integral property of the δ distributions, we can substitute the sampled
points on the right-hand side by the continuous values and then interchange
summation and integration:

gr (x) =
∑
p

∑
n

∞∫
−∞
g(x′)h(x − x′)δ(rn + sp − x′)dWx′

=
∞∫
−∞
h(x − x′)

∑
p

∑
n
δ(rn + sp − x′)g(x′)dWx′.

The latter integral is a convolution of the weighting function h with a function
that is the sum of the product of the image function g with shifted δ combs. In
Fourier space, convolution is replaced by complex multiplication and vice versa.
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If we further consider the shift theorem and that the Fourier transform of a δ
comb is again a δ comb, we finally obtain

ĝr (k) = ĥ(k)
∑
p

∑
v
ĝ(k− r̂v) exp(−2π ikT sp). (9.23)

The interpolated signal ĝr can only be equal to the original signal ĝ if its period-
ical repetitions are not overlapping. This is exactly what the sampling theorem
states. The Fourier transform of the ideal interpolation function is a box func-
tion which is one within the first Brillouin zone and zero outside, eliminating
all replications and leaving the original band-limited signal ĝ unchanged.

9.5 Quantization

9.5.1 Equidistant Quantization

After digitization (Section 9.2), the pixels still show continuous gray values. For
use with a computer we must map them onto a limited number Q of discrete
gray values:

[0,∞[ Q−→ {g0, g1, . . . , gQ−1} = G.
This process is called quantization, and we have already discussed some as-
pects thereof in Section 2.2.4. In this section, we discuss the errors related
to quantization. Quantization always introduces errors, as the true value g is
replaced by one of the quantization levels gq. If the quantization levels are
equally spaced with a distance ∆g and if all gray values are equally probable,
the variance introduced by the quantization is given by

σ 2
q =

1
∆g

gq+∆g/2∫
gq−∆g/2

(g − gq)2dg = 1
12
(∆g)2. (9.24)

This equation shows how we select a quantization level. We take the level gq
for which the distance from the gray value g, |g−gq|, is smaller than the neigh-
boring quantization levels qk−1 and qk+1. The standard deviation σq is about
0.3 times the distance between the quantization levels ∆g.

Quantization with unevenly spaced quantization levels is hard to realize in any
image processing system. An easier way to yield unevenly spaced levels is to
use equally spaced quantization but to transform the intensity signal, before
quantization, with a nonlinear amplifier, e. g., a logarithmic amplifier. In case of
a logarithmic amplifier we would obtain levels whose widths increase propor-
tionally with the gray value.

9.5.2 Accuracy of Quantized Gray Values

With respect to the quantization, the question arises of the accuracy with which
we can measure a gray value. At first glance, the answer to this question seems
to be trivial and given by Eq. (9.24): the maximum error is half a quantization
level and the mean error is about 0.3 quantization levels.
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But what if we measure the value repeatedly? This could happen if we take
many images of the same object or if we have an object of a constant gray value
and want to measure the mean gray value of the object by averaging over many
pixels.

From the laws of statistical error propagation (Section 3.3.3), we know that the
error of the mean value decreases with the number of measurements according
to

σmean ≈ 1√
N
σ, (9.25)

where σ is the standard deviation of the individual measurements and N the
number of measurements taken. This equation tells us that if we take 100
measurements, the error of the mean should be just about 1/10 of the error of
the individual measurements.

Does this law apply to our case? Yes and no — it depends, and the answer
appears to be a paradox. If we measure with a perfect system, i. e., without any
noise, we would always get the same quantized value and, therefore, the result
could not be more accurate than the individual measurements. However, if the
measurements are noisy, we would obtain different values for each measure-
ment. The probability for the different values reflects the mean and variance of
the noisy signal, and because we can measure the distribution, we can estimate
both the mean and the variance.

As an example, we take a standard deviation of the noise equal to the quantiza-
tion level. Then, the standard deviation of an individual measurement is about
3 times larger than the standard deviation due to the quantization. However,
already with 100 measurements, the standard deviation of the mean value is
only 0.1, or 3 times lower than that of the quantization.

As in images we can easily obtain many measurements by spatial averaging,
there is the potential to measure mean values with standard deviations that ar
much smaller than die standard deviation of quantization in Eq. (9.24).

The accuracy is also limited, however, by other, systematic errors. The most sig-
nificant source is the unevenness of the quantization levels. In a real quantizer,
such as an analog to digital converter, the quantization levels are not equally
distant but show systematic deviations which may be up to half a quantiza-
tion interval. Thus, a careful investigation of the analog to digital converter is
required to estimate what really limits the accuracy of the gray value measure-
ments.

9.6 Exercises

Problem 9.1: Sampling theorem

Interactive illustration of the sampling theorem (dip6ex09.01)

Problem 9.2: Standard sampling

Interactive illustration of standard sampling (dip6ex09.02)
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Problem 9.3: Moiré effect

Interactive illustration of the Moiré effect with periodic signals (dip6ex09.03)

Problem 9.4: ∗∗Discrete sampling

What happens with the discrete Fourier transform of a 1-D signal g if you use
only every second point of the signal? Try to express a discrete sampling theo-
rem for this case and prove it. Compare it with the theorem for sampling of a
continuous signal.

Problem 9.5: Quantization, noise, and averaging

Interactive demonstration of systematic and statistical errors when estimating
mean values with quantized signals at different noise levels
(dip6ex09.04)

9.7 Further Readings

Sampling theory is detailed in Poularikas [158, Section 1.6]. A detailed account
on sampling of random fields — also with random distances is given by Papoulis
[151, Section 11.5]. Section 9.5 discusses only quantization with even bins.
Quantization with uneven bins is expounded in Rosenfeld and Kak [174].
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10 Pixel Processing

10.1 Introduction

After a digital image has been captured, the first preprocessing steps
include two classes of operations, point operations and geometric oper-
ations. Essentially, these two types of operations modify the “what” and
“where” of a pixel.

Point operations modify the gray values at individual pixels depend-
ing only on the gray value and possibly on the position of the pixels.
Generally, such a kind of operation is expressed by

G′mn = Pmn(Gmn). (10.1)

The indices at the function P denote the possible dependency of the
point operation on the position of the pixel.

In contrast, geometric operations modify only the position of a pixel.
A pixel located at the position x is relocated to a new position x′. The
relation between the two coordinates is given by the geometric mapping
function.

x′ = M(x). (10.2)

Point and geometric operations are complementary operations. They
are useful for corrections of elementary distortions of the image forma-
tion process such as nonlinear and inhomogeneous radiometric respon-
sivity of the imaging sensors or geometric distortions of the imaging
system. We apply point operations to correct and optimize the image
illumination, to detect underflow and overflow, to enhance and stretch
contrast, to average images, to correct for inhomogeneous illumination,
or to perform radiometric calibration (Sections 10.2.3–10.3.3).

Geometric operations include two major steps. In most applications,
the mapping function Eq. (10.2) is not given explicitly but must be de-
rived from the correspondences between the original object and its im-
age (Section 10.4.4). When an image is warped by a geometric transform,
the pixels in the original and warped images almost never fall onto each
other. Thus, it is required to interpolate gray values at these pixels from
neighboring pixels. This important task is discussed in detail in Sec-
tion 10.5 because it is not trivial to perform accurate interpolation.

Point operations and geometric operations are not only of interest
for elementary preprocessing steps. They are also an integral part of
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many complex image operations, especially for feature extraction (Chap-
ters 11–15). Note, however, that point operations and geometric opera-
tions are not suitable to correct the effects of an optical system described
by its point spread function. This requires sophisticated reconstruction
techniques that are discussed in Chapter 17. Point operations and geo-
metric operations are limited to the performance of simple radiometric
and geometric corrections.

10.2 Homogeneous Point Operations

10.2.1 Definitions and Basic Properties

If a point operation is independent of the position of the pixel, we call it
a homogeneous point operation and write

G′mn = P(Gmn). (10.3)

A point operation maps the set of gray values onto itself. Generally,
point operations are not invertible, as two different gray values may be
mapped onto one. Thus, a point operation generally results in an ir-
recoverable loss of information. The point operation

P(q) =
{

0 q < t
Q− 1 q ≥ t , (10.4)

for example, performs a simple global threshold operation. All gray
values below the threshold t are set to zero (black), all above and equal
to the threshold to the highest value Q − 1 (white). Consequently, this
point operation cannot be inverted. An example for an invertible point
operation is image negation. This operation computes an image with an
inverted gray scale as with a photographic negative according to

PN(q) = Q− 1− q. (10.5)

The inverse operation of a negation is another negation:

PN
(
PN(q)

) = Q− 1− (Q− 1− q) = q. (10.6)

Another example of an invertible point operation is the conversion be-
tween signed and unsigned representations of gray values (Section 2.2.5).

10.2.2 Look-up Tables

The direct computation of homogeneous point operations according to
Eq. (10.3) may be very costly. This is demonstrated by the following
example. The 14-bit gray scale of a 1024× 1024 image from a high-
resolution CCD camera is to be presented in an 8-bit logarithmic gray
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scale covering 4.3 decades from 1 to 16 383. The following point opera-
tion performs this conversion:

P(q) = 59.30 lgq (10.7)

A straightforward implementation would require the following opera-
tions per pixel: an integer to double conversion, computation of the
logarithm, multiplication by 59.30, and a double to 8-bit integer conver-
sion. All these operations have to be repeated over a million times for a
1024× 1024 image.

The key point for a more efficient implementation lies in the obser-
vation that the definition range of any point operation consists of only
a limited number of Q quantization levels. For the 14-bit to 8-bit loga-
rithmic conversion, we have at most 16 384 different input values. This
means that most of the one million computations are just repeated, on
average 64 times. We can avoid the unnecessary repetition by precalcu-
lating P(q) for all 16 384 possible gray values and storing the computed
values in a 16 384-element table. Then, the computation of the point
operation is reduced to a replacement of the gray value by the element
in the table with an index corresponding to the gray value.

Such a table is called a look-up table or LUT . Hence, homogeneous
point operations are equivalent to look-up table operations. Look-up ta-
bles are more efficient the smaller the number of quantization levels.
For standard 8-bit images, the tables contain just 256 values. But it is
still efficient in most cases to use 65 536 entry look-up tables with 16-bit
images.

In most image processing systems and frame grabbers, look-up ta-
bles are implemented in hardware. There are two possible places for
look-up tables on frame grabber boards, as illustrated in Fig. 10.1. The
input LUT is located between the analog-digital converter and the frame
buffer. The output LUT is located between the frame buffer and the
digital-analog converter for output of the image in the form of an analog
video signal, e. g., to a monitor. The input LUT allows a point operation
to be performed before the image is stored in the frame buffer. With
the output LUT, a point operation can be performed and observed on
the monitor. In this way, we can interactively perform point operations
without modifying the stored image. Many modern frame grabbers no
longer include a frame buffer. With the advent of fast peripheral bus sys-
tems (such as the PCI bus with a peak rate of 132 MB/s, see Section 1.7),
digitized images can be transferred directly to the PC memory (Fig. 10.2).
With such a frame grabber, image display is performed on the graphics
board of the computer. Consequently, the frame grabber includes only
an input look-up table.

The use of input LUTs is limited. Nonlinear LUT functions lead to
missing gray values or map two consecutive values onto one (Fig. 10.3).



260 10 Pixel Processing

1
2

Video
Inputs Video

Mux
DC

Restore
prog.

Offset/Gain
A/D

Converter

Sync
Stripper

Crystal
Oscillator

PLL Timer
Optional
Sync
Inputs

Optional
Sync
Outputs

Monitor

DACs LUTs

Red

Green
(Sync)

Blue

R

G

B

R

G

B

HostDataBus

Control
Registers

InternalTiming
Signals

Input
LUTs

Frame
Memory

1Kx512Bytes

PixelBuffer
8Bytes

Figure 10.1: Block diagram of the PCVISIONplus frame grabber from Imaging
Technology, Inc. Look-up tables are located between the A/D converter and frame
buffer (input LUT) and the frame buffer and display (output LUT).

In this way, artifacts are introduced that yield enhanced errors in sub-
sequent processing such as the computation of mean values and edge
detection. It is obvious that especially the steepness of edges and the
accuracy of gray value changes are affected.

Input LUTs would be valuable also for nonlinear point operations if
the 8-bit input values were mapped to higher precision output values,
e. g., 16-bit integers or 32-bit floating point numbers or if the camera
signal is digitized with higher resolution, e. g., 12 bit and then output as
8-bit numbers. Then the error associated with rounding is significantly
reduced. At the same time, the gray levels could be converted into a cali-
brated signal, e. g., a temperature for an infrared camera. Unfortunately,
such generalized LUTs are not yet implemented in hardware. However,
it is easy to realize them in software.

In contrast to the input LUT, the output LUT is a much more widely
used tool, as it does not change the stored image. With LUT operations,
we can also convert a gray value image into a pseudo-color image. Again,
this technique is common even with the simplest frame grabber boards
(Fig. 10.1). Not much additional hardware is needed. Three digital-analog
converters are used for the primary colors red, green, and blue. Each
channel has its own LUT with 256 entries for an 8-bit display. In this
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Figure 10.2: Block diagram of the PCEYE_1 frame grabber from ELTEC Elek-
tronik GmbH as an example of a modern PCI bus frame grabber without a frame
buffer. The image data are transferred in realtime via direct memory access
(DMA) to the memory of the PC for display and further processing.

way, we can map each individual gray value q to any color by assigning
a color triple to the corresponding LUT addresses r(q), g(q), and b(q).
Formally, this is a vector point operation

P(q) =
⎡
⎢⎣ r(q)
g(q)
b(q)

⎤
⎥⎦ . (10.8)

When all three point functions r(q), g(q), and b(q) are identical, a gray
tone will be displayed. If two of the point functions are zero, the image
will appear in the remaining color.

10.2.3 Interactive Gray Value Evaluation

Homogeneous point operators implemented via look-up tables are a very
useful tool for inspecting images. As the look-up table operations work
in real-time, images can be manipulated interactively. If only the output
look-up table is changed, the original image content remains unchanged.
Here, we demonstrate typical tasks.
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Figure 10.3: Illustration of a nonlinear look-up table with mapping of multiple
values onto one and missing output value leading to uneven steps.

Evaluating and Optimizing Illumination. With the naked eye, we can
hardly estimate the homogeneity of an illuminated area as demonstrated
in Fig. 10.4a, b. A histogram reveals the gray scale distribution but not
its spatial variation (Fig. 10.4c, d). Therefore, a histogram is not of much
help for optimizing the illumination interactively. We need to mark
gray scales such that absolute gray levels become perceivable for the
human eye. If the radiance distribution is continuous, it is sufficient to
use equidensities. This technique uses a staircase type of homogeneous
point operation by mapping a certain range of gray scales onto one. This
point operation is achieved by zeroing the p least significant bits with a
logical and operation:

q′ = P(q) = q ∧ (2p − 1), (10.9)

where ∧ denotes the logical (bitwise) and and overlining denotes nega-
tion. This point operation limits the resolution to Q − p bits and, thus,
2Q−p quantization levels. Now, the jump between the remaining quan-
tization levels is large enough to be perceived by the eye and we see
contour lines of equal absolute gray scale in the image (Fig. 10.4). We
can now try to homogenize the illumination by making the distance be-
tween the contour lines as large as possible.

Another way to mark absolute gray values is the so-called pseudo-
color image that has already been discussed in Section 10.2.2. With this
technique, a gray level q is mapped onto an RGB triple for display. As
color is much better recognized by the eye, it helps reveal absolute gray
levels.

Detection of Underflow and Overflow. Under- and overflows of the
gray values of a digitized image often go unnoticed and cause a serious
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Figure 10.4: a The irradiance is gradually decreasing from the top to the bot-
tom, which is almost not recognized by the eye. The gray scale of this floating-
point image computed by averaging over 100 images ranges from 160 to 200.
b Histogram of a; c and d (contrast enhanced, gray scale 184–200): Edges ar-
tificially produced by a staircase LUT with a step height of 1.0 and 2.0 make
contours of constant irradiance easily visible.

bias in further processing, for instance for mean gray values of objects
or the center of gravity of an object. In most cases, such areas cannot
be detected directly. They may only become apparent in textured ar-
eas when the texture is bleached out. Over and underflow are detected
easily in histograms by strong peaks at the minimum and/or maximum
gray values (Fig. 10.5). With pseudocolor mapping, the few lowest and
highest gray values could be displayed, for example, in blue and red, re-
spectively. Then, gray values dangerously close to the limits immediately
pop out of the image and can be avoided by correcting the illumination
lens aperture or gain of the video input circuit of the frame grabber.

Contrast enhancement. Because of poor illumination conditions, it of-
ten happens that images are underexposed. Then, the image is too dark
and of low contrast (Fig. 10.6a). The histogram (Fig. 10.6b) shows that
the image contains only a small range of gray values at low gray values.
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Figure 10.5: Detection of underflow and overflow in digitized images by his-
tograms; a image with underflow and b its histogram; c image with overflow
and d its histogram.

The appearance of the image improves considerably if we apply a point
operation which maps a small grayscale range to the full contrast range
(for example with this operation: q′ = 4q for q < 64, and q′ = 255 for
q ≥ 64) (Fig. 10.6c). We only improve the appearance of the image but
not the image quality itself. The histogram shows that the gray value
resolution is still the same (Fig. 10.6d).

The image quality can be improved. The best way is to increase the
object irradiance by using a more powerful light source or a better design
of the illumination setup. If this is not possible, we can still increase the
gain of the analog video amplifier. All modern image processing boards
include an amplifier whose gain and offset can be set by software (see
Figs. 10.1 and 10.2). By increasing the gain, the brightness and resolution
of the image improve, but only at the expense of an increased noise level
(Section 3.4.5).

Contrast Stretching. It is often of interest to analyze faint irradiance
differences which are beyond the resolution of the human visual system
or the display equipment used. This is especially the case if images are
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Figure 10.6: Contrast enhancement; a underexposed image and b its histogram;
c interactively contrast enhanced image and d its histogram.

printed. In order to observe faint differences, we stretch a small gray
scale range of interest to the full range available. All gray values outside
this range are set to the minimum or maximum value. This operation
requires that the gray values of the object of interest fall into the range
selected for contrast stretching. An example of contrast stretching is
shown in Fig. 10.7a,b. The wedge at the bottom of the images, rang-
ing from 0 to 255, directly shows which part of the gray scale range is
contrast enhanced.

Range Compression. In comparison to the human visual system, a
digital image has a considerably smaller dynamical range. If a minimum
resolution of 10 % is demanded, the gray values must not be lower than
10. Therefore, the maximum dynamical range in an 8-bit image is only
255/10 ≈ 25. The low contrast range of digital images makes them
appear of low quality when high-contrast scenes are encountered. Either
the bright parts are bleached or no details can be recognized in the dark
parts. The dynamical range can be increased by a transform that was
introduced in Section 2.2.6 as the gamma transform. This nonlinear
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a b

c d

Figure 10.7: b–d Contrast stretching of the image shown in a. The stretched
range can be read from the transformation of the gray scale wedge at the bottom
of the image.

homogeneous point operation has the form

q′ = 255
255γ

qγ. (10.10)

The factors in Eq. (10.10) are chosen such that a range of [0,255] is
mapped onto itself. This transformation allows a larger dynamic range
to be recognized at the cost of resolution in the bright parts of the image.
The dark parts become brighter and show more details. This contrast
transformation is better adapted to the logarithmic characteristics of the
human visual system. An image presented with different gamma factors
is shown in Fig. 10.8.

Noise Variance Equalization. From Section 3.4.5, we know that the
variance of the noise generally depends on the image intensity according
to

σ 2
g(g) = σ 2

0 +Kg. (10.11)
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Figure 10.8: Presentation of an image with different gamma values: a 0.5, b 0.7,
c 1.0, and d 2.0.

A statistical analysis of images and image operations is, however, much
easier if the noise is independent of the gray value. Only then all the
error propagation techniques discussed in Section 3.3.3 are valid.

Thus we need to apply a nonlinear gray value transform h(g) in such
a way that the noise variance becomes constant. To first order, the vari-
ance of h(g) is

σ 2
h ≈

(
dh
dg

)2

σ 2
g(g) (10.12)

according to Eq. (3.36) [55]. If we set σ 2
h to be constant, we obtain

dh = σh√
σ 2(g)

dg.

Integration yields

h(g) = σh
g∫
0

dg′√
σ 2(g′)

+ C. (10.13)
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With the linear variance function Eq. (10.11), the integral in Eq. (10.13)
yields

h(g) = 2σh
K

√
σ 2

0 +Kg + C. (10.14)

We use the two free parameters σh and C to map the values of h into the
interval [0, γgmax]. This implies the conditions h(0) = 0 and h(gmax) =
gmax and we obtain

h(g) = γgmax

√
σ 2

0 +Kg − σ0√
σ 2

0 +Kgmax − σ0

, σh = γKgmax/2√
σ 2

0 +Kgmax − σ0

. (10.15)

The nonlinear transform becomes particularly simple for an ideal
imaging sensor with σ0 = 0. Then a square root transform must be
applied to obtain an intensity independent noise variance

h(g) = γ√
ggmax and σh = γ2

√
Kgmax. (10.16)

10.3 Inhomogeneous Point Operations

Homogeneous point operations are only a subclass of point operators.
In general, a point operation depends also on the position of the pixel
in the image. Such an operation is called an inhomogeneous point opera-
tion. Inhomogeneous point operations are mostly related to calibration
procedures. Generally, the computation of an inhomogeneous point op-
eration is much more time consuming than the computation of a homo-
geneous point operation. We cannot use look-up tables since the point
operation depends on the pixel position and we are forced to calculate
the function for each pixel.

The subtraction of a background image without objects or illumina-
tion is a simple example of an inhomogeneous point operation, which is
written as:

g′mn = Pmn(gmn) = gmn − bmn, (10.17)

where bmn is the background image.

10.3.1 Image Averaging

One of the simplest inhomogeneous point operations is image averag-
ing. In a number of imaging applications high noise levels occur. Promi-
nent examples include thermal imaging (Section 6.4.1) and all applica-
tions where only a limited number of photons are collected (see Fig. 3.2
and Section 3.4.5).

Figure 10.9a shows the temperature differences at the water surface
of a wind-wave facility cooled at 1.8 m/s wind speed by evaporation. Be-
cause of a substantial noise level, the small temperature fluctuations can
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a b

Figure 10.9: Noise reduction by image averaging: a single thermal image of
small temperature fluctuations on the water surface cooled by evaporation; b
same, averaged over 16 images; the full gray value range corresponds to a tem-
perature range of 1.1 K.

hardly be detected. Taking the mean over several images significantly
reduces the noise level (Fig. 10.9b).

The error of the mean (Section 3.3.3) taken from N samples is given
by

σ 2
G ≈

1
(K − 1)

σ 2
G =

1
K(K − 1)

K−1∑
k=0

(Gk −G)2. (10.18)

If we take the average of K images, the noise level is reduced by 1/
√
K

compared to a single image. Taking the mean over 16 images thus re-
duces the noise level by a factor of four. Equation (10.18) is only valid,
however, if the standard deviation σg is significantly larger than the
standard deviation related to the quantization (Section 9.5).

10.3.2 Correction of Inhomogeneous Illumination

Every real-world application has to contend with uneven illumination of
the observed scene. Even if we spend a lot of effort optimizing the illu-
mination setup, it is still very hard to obtain perfectly even object irra-
diance. A nasty problem is caused by small dust particles in the optical
path, especially on the glass window close to the CCD sensor. Because of
the distance of the window from the imager, these particles — if they are
not too large — are blurred to such an extent that they are not directly
visible. But they still absorb some light and thus cause a drop in the
illumination level in a small area. These effects are not easily visible in a
scene with high contrast and many details, but become very apparent in
the case of a uniform background (Fig. 10.4a and b). Some imaging sen-
sors, especially cheap CMOS sensors, also show a considerable uneven
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Figure 10.10: Correction of uneven illumination with an inhomogeneous point
operation: a original image and b its histogram; c background image and d its
histogram; e division of the image by the background image and f its histogram.

sensitivity of the individual photoreceptors, which adds to the nonuni-
formity of the image. These distortions could severely limit the quality
of the images. These effects make it more difficult to separate an object
from the background, and introduce systematic errors for subsequent
image processing steps.
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a b

Figure 10.11: Contrast-enhanced a dark image and b reference image for a
two-point radiometric calibration of a CCD camera with analog video output.

Nevertheless, it is possible to correct these effects if we know the
nature of the distortion and can take suitable reference images. In the
following, we study two cases. In the first, we assume that the gray value
in the image is a product of the inhomogeneous irradiance and the reflec-
tivity or transmissivity of the object. Furthermore, we assume that we
can take a reference image without absorbing objects or with an object
of constant reflectivity. A reference image can also be computed, when
small objects are randomly distributed in the image. Then, it is suffi-
cient to compute the average image from many images with the objects.
The inhomogeneous illumination can then be corrected by dividing the
image by the reference image:

G′ = c ·G/R. (10.19)

The constant c is required to represent the normalized image with inte-
ger numbers again. If the objects absorb light, the constant c is normally
chosen to be close to the maximum integer value. Figure 10.10e demon-
strates that an effective suppression of inhomogeneous illumination is
possible using this simple method.

10.3.3 Two-Point Radiometric Calibration

The simple ratio imaging described above is not applicable if also a non-
zero inhomogeneous background has to be corrected for, as caused, for
instance, by the fixed pattern noise of a CCD sensor. In this case, two
reference images are required. This technique is also applied for a sim-
ple two-point radiometric calibration of an imaging sensor with a linear
response. Some image measuring tasks require an absolute or relative
radiometric calibration. Once such a calibration is obtained, we can infer
the radiance of the objects from the measured gray values.
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a b

Figure 10.12: Two-point radiometric calibration with the dark and reference
image from Fig. 10.11: a original image and b calibrated image; in the calibrated
image the dark spots caused by dust are no longer visible.

First, we take a dark image B without any illumination. Second, we
take a reference image R with an object of constant radiance, e. g., by
looking into an integrating sphere. Then, a normalized image corrected
for both the fixed pattern noise and inhomogeneous sensitivity is given
by

G′ = cG− B
R− B . (10.20)

Fig. 10.11 shows a contrast-enhanced dark image and reference image
of a CCD camera with analog output. Typical signal distortions can be
observed. The signal oscillation at the left edge of the dark image results
from an electronic interference, while the dark blobs in the reference
image are caused by dust on the glass window in front of the sensor.
The improvement due to the radiometric calibration can clearly be seen
in Fig. 10.12.

10.3.4 Nonlinear Radiometric Calibration

Sometimes, the quantity to be measured by an imaging sensor is related
in a nonlinear way to the measured gray value. An obvious example
is thermography. In such cases a nonlinear radiometric calibration is
required. Here, the temperature of the emitted object is determined
from its radiance using Planck’s equations (Section 6.4.1).

We will give a practical calibration procedure for ambient temper-
atures. Because of the nonlinear relation between radiance and tem-
perature, a simple two-point calibration with linear interpolation is not
sufficient. Haußecker [73] showed that a quadratic relation is accurate
enough for a small temperature range, say from 0 to 40° centigrade.
Therefore, three calibration temperatures are required, which are pro-
vided by a temperature-regulated blackbody calibration unit.
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a b c

d e f

Figure 10.13: Three-point calibration of infrared temperature images: a–c show
images of calibration targets made out of aluminum blocks at temperatures of
13.06, 17.62, and 22.28° centigrade. The images are stretched in contrast to a
narrow range of the 12-bit digital output range of the infrared camera: a: 1715–
1740, b: 1925–1950, c: 2200–2230, and show some residual inhomogeneities,
especially vertical stripes. d Calibrated image using the three images a–c with
quadratic interpolation. e Original and f calibrated image of the temperature
microscale fluctuations at the ocean surface (area about 0.8× 1.0 m2).

The calibration delivers three calibration images G1, G2, and G3 with
known temperatures T1, T2, and T3. The temperature image T of an
arbitrary image G can be computed by quadratic interpolation as

T = ∆G2 ·∆G3

∆G21 ·∆G31
T1 − ∆G1 ·∆G3

∆G21 ·∆G32
T2 + ∆G1 ·∆G2

∆G31 ·∆G32
T3, (10.21)

with
∆Gk = G−Gk and ∆Gkl = Gk −Gl. (10.22)

The symbol · indicates pointwise multiplication of the images in order to
distinguish it from matrix multiplication. Figure 10.13a, b, and c shows
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a b

c d

Figure 10.14: Effect of windowing on the discrete Fourier transform: a original
image; b DFT of a without using a window function; c image multiplied with a
cosine window; d DFT of c using a cosine window.

three calibration images. The infrared camera looks at the calibration
target via a mirror, which limits the field of view at the edges of the
images. This is the reason for the sharp temperature changes seen at
the image borders in Fig. 10.13a, c. The calibration procedure removes
the residual inhomogeneities (Fig. 10.13d, f) that show up in the original
images.

10.3.5 Windowing

Another important application of inhomogeneous point operations is
an operation known as windowing. Before we can calculate the DFT
of an image, the image must be multiplied with a window function. If
we omit this step, the spectrum will be distorted by the convolution
of the image spectrum with the Fourier transform of the box function,
the sinc function (see Section 2.3, �R5), which causes spectral peaks
to become star-like patterns along the coordinate axes in Fourier space
(Fig. 10.14b). We can also explain these distortions with the periodic
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repetition of finite-area images, an effect that is discussed in conjunc-
tion with the sampling theorem in Section 9.2.3. The periodic repetition
leads to discontinuities at the horizontal and vertical edges of the image
which cause correspondingly high spectral densities along the x and y
axes in the Fourier domain.

In order to avoid these distortions, we must multiply the image with
a window function that gradually approaches zero towards the edges of
the image. An optimum window function should preserve a high spectral
resolution and show minimum distortions in the spectrum, that is, its
DFT should fall off as fast as possible. These are contradictory require-
ments. A good spectral resolution requires a broad window function.
Such a window, however, falls off steeply at the edges, causing a slow
fall-off of the side lobes of its spectrum.

A carefully chosen window is crucial for a spectral analysis of time
series [133, 150]. However, in digital image processing it is less critical
because of the much lower dynamic range of the gray values. A simple
cosine window

Wmn = sin
(
πm
M

)
sin

(
πn
N

)
, 0 ≤m <M, 0 ≤ n < N (10.23)

performs this task well (Fig. 10.14c,d).
A direct implementation of the windowing operation is very time con-

suming because we would have to calculate the cosine function 2MN
times. It is much more efficient to perform the calculation of the win-
dow function once, to store the window image, and to use it then for
the calculation of many DFTs. The storage requirements can be reduced
by recognizing that the window function Eq. (10.23) is separable, i. e., a
product of two functions Wm,n = cwm · rwn. Then, we need to calculate
only the M plus N values for the column and row functions cwm and
rwn, respectively. As a result, it is sufficient to store only the row and
column functions. The reduced storage space comes at the expense of
an additional multiplication per pixel for the window operation.

10.4 Geometric Transformations

In the remaining part of this chapter, we discuss geometric operations
as the complementary operations to point operations. First we dis-
cuss elementary geometric transforms such as the affine transform (Sec-
tion 10.4.2), the perspective transform (Section 10.4.3), and how to ob-
tain the transformation parameters by point matching methods. Then
we focus in Section 10.5 on interpolation, which arises as the major prob-
lem for a fast and accurate implementation of geometric operations on
discrete images. Finally, in Section 10.6.3 we briefly discuss fast algo-
rithms for geometric transforms.
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a

input image output image

b

input image output image

Figure 10.15: Illustration of a forward mapping and b inverse mapping for
spatial transformation of images.

10.4.1 Forward and Inverse Mapping

Geometric transforms define the relationship between the points in two
images. This relation can be expressed in two ways. Either the coordi-
nates of the output image, x′, can be specified as a function of the input
coordinates, x, or vice versa:

x′ = M(x) or x = M−1(x′), (10.24)

where M specifies the mapping function and M−1 its inverse. The two
expressions in Eq. (10.24) give rise to two principal kinds of spatial trans-
formation: forward mapping and inverse mapping.

With forward mapping, a pixel of the input image is mapped onto the
output image (Fig. 10.15a). Generally, a pixel of the input image lies in-
between the pixels of the output image. With forward mapping, it is not
appropriate just to assign the value of the input pixel to the nearest pixel
in the output image (point-to-point or nearest neighbor mapping). Then,
it may happen that the transformed image contains holes as a value is
never assigned to a pixel in the output image or that a value is assigned
more than once to a point in the output image. An appropriate technique
distributes the value of the input pixel to several output pixels. The
easiest procedure is to regard pixels as squares and to take the fraction
of the area of the input pixel that covers the output pixel as the weighting
factor. Each output pixel accumulates the corresponding fractions of the
input pixels which — if the mapping is continuous — add up to cover
the whole output pixel.

With inverse mapping, the coordinates of a point in the output image
are mapped back onto the input image (Fig. 10.15b). It is obvious that
this scheme avoids holes and overlaps in the output image as all pixels
are scanned sequentially. Now, the interpolation problem occurs in the
input image. The coordinates of the output image in general do not hit
a pixel in the input image but lie in between the pixels. Thus, its correct
value must be interpolated from the surrounding pixels. Generally, in-
verse mapping is a more flexible technique, as it is easier to implement
various types of interpolation techniques.
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translation rotation
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dilation stretch shearing

Figure 10.16: Elementary geometric transforms for a planar surface element:
translation, rotation, dilation, stretching, and shearing.

10.4.2 Affine Transform

An affine transform is a linear coordinate transformation that includes
the elementary transformations translation, rotation, scaling, stretching,
and shearing (Fig. 10.16) and can be expressed by vector addition and
matrix multiplication.[

x′

y ′

]
=

[
a11 a12

a21 a22

][
x
y

]
+

[
tx
ty

]
. (10.25)

With homogeneous coordinates (Section 7.7), the affine transform is
written with a single matrix multiplication as⎡

⎢⎣ x′

y ′

1

⎤
⎥⎦ =

⎡
⎢⎣ a11 a12 tx
a21 a22 ty
0 0 1

⎤
⎥⎦

⎡
⎢⎣ x
y
1

⎤
⎥⎦ . (10.26)

An affine transform has six degrees of freedom: two for translation
(tx , ty ) and one each for rotation, scaling, stretching, and shearing (a11,
a12, a21, and a22). The affine transform maps a triangle into a triangle
and a rectangle into a parallelogram. Therefore, it is also referred to
as three-point mapping. Thus, it is obvious that the use of the affine
transform is restricted. More general distortions such as the mapping
of a rectangle into an arbitrary quadrilateral are not affine transforms.

10.4.3 Perspective Transform

Perspective projection is the basis of optical imaging as discussed in
Section 7.3. The affine transform corresponds to parallel projection and
can only be used as a model for optical imaging in the limit of a small
field of view. The general perspective transform is most conveniently
written with homogeneous coordinates (Section 7.7) as⎡

⎢⎣ w′x′

w′y ′

w′

⎤
⎥⎦ =

⎡
⎢⎣ a11 a12 a13

a21 a22 a23

a31 a32 1

⎤
⎥⎦

⎡
⎢⎣ wx
wy
w

⎤
⎥⎦ or X′ = PX. (10.27)
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The two additional coefficients, a31 and a32, not present in the affine
transform Eq. (10.26), describe the perspective projection (compare Eq. (7.61)
in Section 7.7).

Written in standard coordinates, the perspective transform according
to Eq. (10.27) reads

x′ = a11x + a12y + a13

a31x + a32y + 1

y ′ = a21x + a22y + a23

a31x + a32y + 1
.

(10.28)

In contrast to the affine transform, the perspective transform is non-
linear. However, it is reduced to a linear transform by using homoge-
neous coordinates. A perspective transform maps lines into lines but
only lines parallel to the projection plane remain parallel. A rectangle
is mapped into an arbitrary quadrilateral. Therefore, the perspective
transform is also referred to as four-point mapping.

10.4.4 Determination of Transform Coefficients
by Point Matching

Generally, the coefficients of a transform, as described in Sections 10.4.2
and 10.4.3, are not known. Instead we have a set of corresponding points
between the object and image space. In this section, we learn how to
infer the coefficients of a transform from sets of corresponding points.
For an affine transform, we need three non-collinear points (to map a
triangle into a triangle). With these three points, Eq. (10.26) results in
the following linear equation system:

⎡
⎢⎣ x′1 x′2 x′3
y ′1 y ′2 y ′3
1 1 1

⎤
⎥⎦ =

⎡
⎢⎣ a11 a12 tx
a21 a22 ty
0 0 1

⎤
⎥⎦

⎡
⎢⎣ x1 x2 x3

y1 y2 y3

1 1 1

⎤
⎥⎦ (10.29)

or
P′ = AP (10.30)

from which A can be computed as

A = P′P−1. (10.31)

The inverse of the matrix P exists when the three points X1, X2, X3

are linearly independent. This means geometrically that they must not
lie on one line.

With more than three corresponding points, the parameters of the
affine transform can be solved by the following equation system in a
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least square sense (Section 17.4):

A = P′PT (PPT )−1 with

P′PT =
⎡
⎢⎣

∑
x′nxn

∑
x′nyn

∑
x′n∑

y ′nxn
∑
y ′nyn

∑
y ′n∑

xn
∑
yn N

⎤
⎥⎦

PPT =
⎡
⎢⎣

∑
x2
n

∑
xnyn

∑
xn∑

xnyn
∑
y2
n

∑
yn∑

xn
∑
yn N

⎤
⎥⎦ .

(10.32)

The inverse of an affine transform is itself affine. The transformation
matrix of the inverse transform is given by the inverse of A−1.

The determination of the coefficients for the perspective projection
is slightly more complex. Given four or more corresponding points, the
coefficients of the perspective transform can be determined. To that
end, we rewrite Eq. (10.28) as

x′ = a11x + a12y + a13 − a31xx′ − a32yx′

y ′ = a21x + a22y + a23 − a31xy ′ − a32yy ′.
(10.33)

ForN points, this leads to a linear equation system with 2N equations
and 8 unknowns of the form

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x′1
y ′1
x′2
y ′2
...
x′N
y ′N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1 y1 1 0 0 0 −x1x′1 −y1x′1
0 0 0 x1 y1 1 −x1y ′1 −y1y ′1
x2 y2 1 0 0 0 −x2x′2 −y2x′2
0 0 0 x2 y2 1 −x2y ′2 −y2y ′2

...
xN xN 1 0 0 0 −xNx′N −yNx′N
0 0 0 xN yN 1 −xNy ′N −yNy ′N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a11

a12

a13

a21

a22

a23

a31

a32

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

that can be solved as a least square problem.

10.5 Interpolation

10.5.1 General

The other important aspect of discrete geometric operations besides the
transform is interpolation. Interpolation is required as the transformed
grid points of the input image in general no longer coincide with the grid
points of the output image and vice versa.

The basis of interpolation is the sampling theorem (Section 9.2.2).
This theorem states that the digital image completely represents the
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continuous image provided the sampling conditions are met. In short
it means that each periodic structure that occurs in the image must be
sampled at least twice per wavelength. From this basic fact it is easy —
at least in principle — to devise a general framework for interpolation:
reconstruct the continuous image first and then perform a new sampling
at the new grid points. This procedure only works as long as the new
grid has equal or narrower grid spacing. If it is wider, aliasing will occur.
In this case, the image must be pre-filtered before it is resampled.

Although these procedures sound simple and straightforward, they
are not at all. The problem is related to the fact that the reconstruction
of the continuous image from the sampled image in practice is quite
involved and can be performed only approximately. Thus, we need to
consider how to optimize the interpolation given certain constraints. In
this section, we will first see why ideal interpolation is not possible and
then discuss various practical approaches in Sections 10.5.2–10.6.2.

In Section 9.3.1, we stated that reconstruction of a continuous func-
tion from sampled points can be considered as a convolution operation,

gr (x) =
∑
m,n
g(xm,n)h(x − xm,n), (10.34)

where the continuous interpolation mask h is the sinc function

h(x) = sinπx1/∆x1

πx1/∆x1

sinπx2/∆x2

πx2/∆x2
. (10.35)

The transfer function of the point spread function in Eq. (10.35) is a box
function with widths 2k̃w = 1/∆xw (Eqs. (9.8) and (9.14)):

ĥ(k) = Π(k̃1/2, k̃2/2) with k̃w = 2kw∆xw. (10.36)

The interpolatory nature of the convolution kernel Eq. (10.35) can
be inferred from the following properties. The interpolated values in
Eq. (10.34) at grid points xmn should reproduce the grid points and not
depend on any other grid point. From this condition, we can infer the
interpolation condition:

h(xm,n) =
{

1 m = 0, n = 0
0 otherwise

. (10.37)

The interpolation mask in Eq. (10.35) meets this interpolation condi-
tion. Any interpolation mask must, therefore, have zero crossings at all
grid points except the zero point where it is 1.

The fact that interpolation is a convolution operation and thus can
be described by a transfer function in Fourier space Eq. (10.36) gives
us a handy tool to rate the errors associated with an interpolation tech-
nique. The box-type transfer function for the ideal interpolation function
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simply means that all wave numbers within the range of possible wave
numbers |kw| ≤ 1/(2∆xw) experience neither a phase shift nor ampli-
tude damping. Also, no wave numbers beyond the allowed interval are
present in the interpolated signal, because the transfer function is zero
there.

The ideal interpolation function in Eq. (10.34) is separable. Therefore,
interpolation can as easily be formulated for higher-dimensional images.
We can expect that all solutions to the interpolation problem will also
be separable. Consequently, we need only discuss the 1-D interpolation
problem. Once it is solved, we also have a solution for then-dimensional
interpolation problem.

An important special case is the interpolation to intermediate grid
points halfway between the existing grid points. This scheme doubles
the resolution and image size in all directions in which it is applied.
Then, the continuous interpolation kernel reduces to a discrete convo-
lution mask. As the interpolation kernel Eq. (10.35) is separable, we can
first interpolate the intermediate points in a row in the horizontal direc-
tion before we apply vertical interpolation to the intermediate rows. In
three dimensions, a third 1-D interpolation is added in the z or t direc-
tion. The interpolation kernels are the same in all directions. We need
the continuous kernel h(x) only at half-integer values for x/∆x. From
Eq. (10.35) we obtain the discrete ideal interpolation kernel

h =
[
· · · (–1)m−1 2

(2m− 1)π
· · · –

2
3π

2
π

2
π

–
2

3π
· · · (–1)m−1 2

(2m− 1)π
· · ·

]
(10.38)

with coefficients of alternating sign.

10.5.2 Interpolation in Fourier Space

Interpolation reduces to a simple operation in the Fourier domain. As
shown by Eq. (10.36), the transfer function of an ideal interpolation ker-
nel is a rectangular (box) function which is zero outside the wave num-
bers that can be represented. This basic fact suggests the following
interpolation procedure in Fourier space:

1. Enlarge the matrix of the Fourier transformed image. If an M ×M
matrix is increased to an M′ ×M′ matrix, the image in the spatial
domain is also increased to an M′ ×M′ image. Because of the reci-
procity of the Fourier transform, the image size remains unchanged.
Only the spacing between pixels is decreased, resulting in a higher
spatial resolution:

M∆k→ M′∆k ◦ • ∆x = 1
M∆k

→ ∆x′ = 1
M′∆k

(10.39)
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Figure 10.17: Illustration of linear interpolation: a at x̃ = 0, the mean of g1/2
and g−1/2 is taken, b at x̃ = 1/2, g1/2 is replicated.

2. Fill the padded area in the Fourier space with zeroes and compute an
inverse Fourier transform.

Theoretically, this procedure results in a perfectly interpolated image.
Unfortunately, it has three drawbacks.

1. The Fourier transform of a finite image implies a cyclic repetition of
the image in the spatial and Fourier domain. Thus, the convolution
performed by the Fourier transform is cyclic. This means that at the
edge of the image, convolution continues with the image at the oppo-
site side. As the real world is not periodic and interpolation masks
are large, this may lead to significant distortions of the interpolation
even at quite large distances from the edges of the image.

2. The Fourier transform can be computed efficiently only for a specified
number of values for M′. Best known are the fast radix-2 algorithms
that can be applied only to images of the sizeM′ = 2N

′
(Section 2.5.2).

Therefore, the Fourier transform-based interpolation is slow for num-
bersM′ that cannot be expressed as a product of many small factors.

3. As the Fourier transform is a global transform, it can be applied only
to scaling. According to the generalized similarity theorem (Theo-
rem 2.1, p. 53), it could also be applied to rotation and affine trans-
forms. But then the interpolation problem is only shifted from the
spatial domain to the wave number domain.

10.5.3 Linear Interpolation

Linear interpolation is the classic approach to interpolation. The inter-
polated points lie on pieces of straight lines connecting neighboring grid
points. In order to simplify the expression, we use in the following nor-
malized spatial coordinates x̃ = x/∆x. We locate the two grid points at
−1/2 and 1/2. This yields the interpolation equation

g(x̃) = g1/2 + g−1/2

2
+ (
g1/2 − g−1/2

)
x̃ for |x̃| ≤ 1/2. (10.40)
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By comparison of Eq. (10.40) with Eq. (10.34), we can conclude that the
continuous interpolation mask for linear interpolation is

h1(x̃) =
{

1− |x̃| |x̃| ≤ 1
0 otherwise

. (10.41)

Its interpolatory nature is illustrated in Fig. 10.17. The transfer function
of the interpolation mask for linear interpolation, the triangle function
h1(x) in Eq. (10.41), is the squared sinc function (�R5)

ĥ1(k̃) = sin2πk̃/2
(πk̃/2)2

. (10.42)

A comparison with the ideal transfer function for interpolation Eq. (10.36)
shows that two distortions are introduced by linear interpolation:

1. While low wave numbers (and especially the mean value k̃ = 0) are
interpolated correctly, high wave numbers are slightly reduced in am-
plitude, resulting in some degree of smoothing. At k̃ = 1, the transfer
function is reduced to about 40 %: ĥ1(1) = (2/π)2 ≈ 0.4.

2. As ĥ1(k̃) is not zero at wave numbers k̃ > 1, some spurious high wave
numbers are introduced. If the continuously interpolated image is
resampled, this yields moderate aliasing. The first side lobe has an
amplitude of (2/3π)2 ≈ 0.045.

If we interpolate only the intermediate grid points at x̃ = 0, the con-
tinuous interpolation function Eq. (10.41) reduces to a discrete convolu-
tion mask with values at x̃ = [... − 3/2 − 1/2 1/2 3/2 ...]. As Eq. (10.41)
is zero for |x̃| ≥ 1, we obtain the simple interpolation maskH = 1/2[11]
with the transfer function

ĥ1(k̃) = cosπk̃/2. (10.43)

The transfer function is real, so no phase shifts occur. The significant
amplitude damping at higher wave numbers, however, shows that struc-
tures with high wave numbers are not correctly interpolated. Phase
shifts do occur at all other values except for the intermediate grid points
at x̃ = 0. We investigate the phase shift and amplitude attenuation of
linear interpolation at arbitrary fractional integer shifts ε ∈ [−1/2,1/2].
The interpolation mask for a point at ε is then [1/2 − ε,1/2 + ε]. The
mask contains a symmetric part [1/2,1/2] and an antisymmetric part
[−ε, ε]. Therefore, the transfer function is complex and has the form

ĥ1(ε, k̃) = cosπk̃/2+ 2iε sinπk̃/2. (10.44)

In order to estimate the error in the phase shift, it is useful to compen-
sate for the linear phase shift ∆ϕ = επk̃ caused by the displacement ε.
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Figure 10.18: Amplitude attenuation (left column) and phase shift expressed as
a position shift ∆x = ∆ϕλ/2π (right column) in radians for wave numbers k̃ =
1/4,1/2,3/4, as indicated, displayed as a function of the fractional position from
−1/2 to 1/2 for linear interpolation (a and b) and cubic B-spline interpolation (c
and d).

According to the shift theorem (Theorem 2.3, p. 54, �R4), it is required
to multiply Eq. (10.44) by exp(−iεπk̃): Then we obtain

ĥ1(ε, k̃) = (cosπk̃/2+ 2iε sinπk̃/2) exp(−iεπk̃). (10.45)

Only for ε = 0 and ε = 1/2 is the transfer function real: ĥ1(0, k̃) =
cosπk̃/2, h1(1/2, k̃) = 1; but at all other fractional shifts, a non-zero
phase shift remains, as illustrated in Fig. 10.18. The phase shift ∆ϕ is
expressed as the position shift ∆x of the corresponding periodic struc-
ture, i. e., ∆x = ∆ϕλ/2π = ∆ϕ/(πk̃).

10.5.4 Polynomial Interpolation

Given the significant limitations of linear interpolation as discussed in
Section 10.5.3, we ask whether higher-order interpolation schemes per-
form better. The basic principle of linear interpolation was that a straight
line was drawn to pass through two neighboring points. In the same way,
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Figure 10.19: Transfer function of discrete polynomial interpolation filters to
interpolate the value between two grid points. The degree of the polynomial (1 =
linear, 3 = cubic, etc.) is marked on the graph. The dashed line marks the transfer
function for cubic B-spline interpolation (Section 10.6.1). a The full range, b a
5 % margin below the ideal response ĥ(k̃) = 1.

we can use a polynomial of degree P that must pass through P+1 points
with P + 1 unknown coefficients ap:

gr (x̃) =
P∑
p=0

apx̃p. (10.46)

For symmetry reasons, in case of an even number of grid points, we
set their position at half-integer values

x̃p = 2p − P
2

. (10.47)

From the interpolation condition at the grid points gr (x̃p) = gp, we
obtain a linear equation system with P+1 equations and P+1 unknowns
aP of the following form when P is odd:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

g0
...

g(P−1)/2

g(P+1)/2
...
gP

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −P/2 P2/4 −P3/8 · · ·
...

1 −1/2 1/4 −1/8 · · ·
1 1/2 1/4 1/8 · · ·
...

1 P/2 P2/4 P3/8 · · ·

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

a0
...
...
aP

⎤
⎥⎥⎥⎥⎥⎥⎦ (10.48)

from which we can determine the coefficients of the polynomial. For a
cubic polynomial (P = 3), the equations system is⎡

⎢⎢⎢⎢⎣
g0

g1

g2

g3

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

1 −3/2 9/4 −27/8
1 −1/2 1/4 −1/8
1 1/2 1/4 1/8
1 3/2 9/4 27/8

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣
a0

a1

a2

a3

⎤
⎥⎥⎥⎥⎦ (10.49)
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Figure 10.20: a B-spline interpolation kernels generated by cascaded convolu-
tion of the box kernel of order 0 (nearest neighbor), 1 (linear interpolation), 2
(quadratic B-spline), and 3 (cubic B-spline); b corresponding transfer functions.

with the solution⎡
⎢⎢⎢⎢⎣
a0

a1

a2

a3

⎤
⎥⎥⎥⎥⎦ =

1
48

⎡
⎢⎢⎢⎢⎣
−3 27 27 −3

2 −54 54 −2
12 −12 −12 12
−8 24 −24 8

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣
g0

g1

g2

g3

⎤
⎥⎥⎥⎥⎦ . (10.50)

From this solution, we can infer, for example, that the point at x̃ = 0
is interpolated by gr (0) = a0 = −1/16g0 + 9/16g1 + 9/16g2 − 1/16g3

corresponding to the interpolation mask 1/16[−1, 9, 9, −1].
Figure 10.19 shows the transfer functions for a polynomial interpo-

lation of various degrees. With increasing degree P of the interpolating
polynomial, the transfer function approaches the box function better.
However, convergence is slow. For an accurate interpolation, we must
take a large interpolation mask.

10.6 Optimized Interpolation

10.6.1 Spline-Based Interpolation

Besides its limited accuracy, polynomial interpolation has another significant
disadvantage. The interpolated curve is not continuous at the grid points al-
ready in its first derivative. This is due to the fact that for each interval between
grid points another polynomial is taken. Thus, only the interpolated function
is continuous at the grid points but not the derivatives.

Splines avoid this disadvantage by additional constraints for the continuity of
derivatives at the grid points. From the wide classes of splines, we will here dis-
cuss only one class, the B-splines. As B-splines are separable, it is sufficient to
discuss the properties of 1-D B-splines. From the background of image process-
ing, the easiest access to B-splines is their convolution property. The kernel of
a P -order B-spline curve is generated by convolving the box function P+1 times
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with itself (Fig. 10.20a):

βP(x̃) = Π(x̃)∗ . . .∗Π(x̃)︸ ︷︷ ︸
(P+1)-mal

◦ • β̂P (k̂) =
(

sinπk̃/2
(πk̃/2)

)P+1

. (10.51)

The transfer function of the box function is the sinc function (�R5). Therefore,
the transfer function of the P -order B-spline is

β̂P (k̂) =
(

sinπk̃/2
(πk̃/2)

)P+1

. (10.52)

Figure 10.20b shows that the B-spline function does not make a suitable inter-
polation function. The transfer function decreases too early, indicating that
B-spline interpolation performs too much averaging. Moreover, the B-spline
kernel does not meet the interpolation condition Eq. (10.37) for P > 1.

B-splines can only be used for interpolation if first the discrete grid points are
transformed in such a way that a following convolution with the B-spline kernel
restores the original values at the grid points. This transformation is known as
the B-spline transformation and constructed from the following condition:

gp(x) =
∑
n
cnβP(x − xn) with gp(xn) = g(xn). (10.53)

If centered around a grid point, the B-spline interpolation kernel is unequal to
zero only for three grid points. The coefficients β3(−1) = β−1, β3(0) = β0,
and β3(1) = β1 are 1/6, 2/3, and 1/6. The convolution of this kernel with the
unknown B-spline transform values cn should result in the original values gn
at the grid points. Therefore,

g = c ∗ β3 or gn =
1∑

n′=−1

cn+n′βn′ . (10.54)

Equation (10.54) constitutes the sparse linear equation system

⎡
⎢⎢⎢⎢⎢⎣

g0

g1

...
gN−1

⎤
⎥⎥⎥⎥⎥⎦ =

1
6

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

4 1 0
. . . 0 1

1 4 1 0
. . . 0

0 1 4 1 0
. . .

. . .
. . .

. . .

. . .
. . . 1 4 1 0

0
. . . 0 1 4 1

1 0
. . . 0 1 4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

c0

c1

...
cN−1

⎤
⎥⎥⎥⎥⎥⎦ (10.55)

using cyclic boundary conditions. The determination of the B-spline transfor-
mation thus requires the solution of a linear equation system withN unknowns.
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The special form of the equation system as a convolution operation, however,
allows for a more efficient solution. In Fourier space, Eq. (10.54) reduces to

ĝ = β̂3ĉ. (10.56)

The transfer function of β3 is β̂3(k̃) = 2/3+ 1/3 cos(πk̃). As this function has
no zeroes, we can compute c by inverse filtering (Section 4.4.2), i. e., convoluting
g with a mask that has the transfer function

β̂−1
3 (k̃) = β̂T (k̃) =

1

2/3+ 1/3 cosπk̃
. (10.57)

Such a transfer function is a kind of recursive filter (Section 4.4.2) that is ap-
plied first in the forward and then in the backward direction with the following
recursion [206]:

g′n = gn − (2−
√

3)(g′n−1 − gn)
c′n = g′n − (2−

√
3)(cn+1 − g′n).

(10.58)

The whole operation takes only two multiplications and four additions.

The B-spline interpolation is applied after the B-spline transformation. In the
continuous case, using Eq. (10.51)bsplinerectf, this yields the effective transfer
function

β̂I(k̃) = sin4(πk̃/2)/(πk̃/2)4

(2/3+ 1/3 cosπk̃)
. (10.59)

Essentially, the B-spline transformation performs an amplification of high wave
numbers (at k̃ = 1 by a factor 3). This compensates the smoothing of the B-
spline interpolation to a large extent.

We investigate this compensation at the grid points and at the intermediate
points. From the equation of the cubic B-spline interpolating kernel Eq. (10.51)
(see also Fig. 10.20a) the interpolation coefficients for the grid points and inter-
mediate grid points are

1/6 [1 4 1] and

1/48 [1 23 23 1] ,
(10.60)

respectively. Therefore, the transfer functions are

2/3+ 1/3 cosπk̃ and

23/24 cos(πk̃/2)+ 1/24 cos(3πk̃/2),
(10.61)

respectively. At the grid points, the transfer function exactly compensates — as
expected — the application of the B-spline transformation Eq. (10.57). Thus, the
interpolation curve goes through the values at the grid points. At the interme-
diate points the effective transfer function for the cubic B-spline interpolation
is then

β̂I(1/2, k̃) = 23/24 cos(πk̃/2)+ 1/24 cos(3πk̃/2)
2/3+ 1/3 cosπk̃

. (10.62)

The amplitude attenuation and the phase shifts expressed as a position shift
in pixel distances are shown in Fig. 10.18c, d. Note that the shift is related
to the intermediate grid. The shift and amplitude damping is zero at the grid
points [−0.5,0.5]T . While the amplitude damping is maximal for the interme-
diate point, the position shift is also zero at the intermediate point because of
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symmetry reasons. Also, at the wave number k̃ = 3/4 the phase shift is unfor-
tunately only about two times smaller than for linear interpolation (Fig. 10.18b).
It is still significant with a maximum of about 0.13.

This value is much too high for algorithms that ought to be accurate in the 1/100
pixel range. If no better interpolation technique can be applied, this means that
the maximum wave number should be lower than 0.5. Then, the maximum shift
is lower than 0.01 and the amplitude damping less than 3 %.

Note that these comments on phase shifts only apply for arbitrary fractional
shifts. For pixels on the intermediate grid, no position shift occurs at all. In
this special case — which often occurs in image processing, for instance for
pyramid computations (Chapter 5) — optimization of interpolation filters is
quite easy because only the amplitude damping must be minimized over the
wave number range of interest.

10.6.2 Least-Squares Approach to Interpolation

Filter design for interpolation — like any filter design problem — can be treated
in a mathematically more rigorous way as an optimization problem. The general
idea is to vary the filter coefficients in such a way that the derivation from
the ideal transfer function reaches a minimum. For non-recursive filters, the
transfer function is linear in the cofficients hr :

ĥ(k̃) =
R∑
r=1

hr f̂r (k̃). (10.63)

Let the ideal transfer function be ĥI(k̃). Then the optimization procedure
should minimize the integral

∫ 1

0
w(k̃)

∣∣∣∣∣∣
⎛
⎝ R∑
r=1

hr f̂r (k̃)

⎞
⎠− ĥI(k̃)

∣∣∣∣∣∣
n

dk̃. (10.64)

In this expression, a weighting functionw(k̃) has been introduced which allows
control over the optimization for a certain wave number range. In equation
Eq. (10.64) an arbitrary Ln-norm is included. Mostly the L2-norm is taken, which
minimizes the sum of squares.

For the L2-norm, the minimization problem results in a linear equation system
for the R coefficients of the filter which can readily be solved:

Mh = d (10.65)

with

d =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

hIf̂1

hIf̂2

...

hIf̂R

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

and M =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

f̂ 2
1 f̂1f̂2 · · · f̂1f̂R

f̂1f̂2 f̂ 2
2 · · · f̂2f̂R

...
. . .

...

f̂1f̂R f̂2f̂R · · · f̂ 2
R

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

where the abbreviation
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Figure 10.21: Transfer function of interpolation kernels optimized with the
weighted least squares technique of Eq. (10.67) and Eq. (10.68) with R = 3 (solid
line) and of Eq. (10.69) for R = 2 (dashed line). The weighting function used for
the optimization is shown in a as a thin solid line; b shows a narrow sector of the
plot in a for a better estimation of small deviations from ideal values.

ê(k̃) =
∫ 1

0
w(k̃) · ê(k̃)dk̃ (10.66)

for an arbitrary function e(k̃) has been used.

The flexibility of the least squares optimization technique for filter design is
given by the free choice of the weighting function w(k̃) and the careful consid-
eration of the symmetry properties and other features of a filter by the choice
of the transfer function in Eq. (10.63). For illustration, we discuss the following
two approaches:

ĥ(k̃) =
R∑
r=1

hr cos
(

2r − 1
2

πk̃
)

(10.67)

and

ĥ(k̃) = cos
(

1
2
πk̃

)
+

R∑
r=2

hr
[

cos
(

2r − 3
2

πk̃
)
− cos

(
1
2
πk̃

)]
. (10.68)

Both filters result in a symmetric mask by the choice of the cosine function.
Equation Eq. (10.68) ensures that ĥ(0) = 1, i. e., the mean gray values are pre-
served by the interpolation. This is done by forcing the first coefficient, h1, to
be one minus the sum of all others. Equation Eq. (10.67) does not apply this
constraint. Figure 10.21 compares the optimal transfer functions with both
approaches for R = 3.

The filters are significantly better than those obtained by polynomial and cu-
bic B-spline interpolation (Fig. 10.19). The additional degree of freedom for
Eq. (10.67) leads to significantly better solutions for the wave number range
where the weighting function is maximal.

Even better interpolation masks can be obtained by using a combination of non-
recursive and recursive filters, as with the cubic B-spline interpolation:

ĥ(k̃) =
cos

(
1/2 πk̃

)
+

R∑
r=2

hr
[
cos

(
(2r − 3)/2 πk̃

)
− cos

(
1/2 πk̃

)]
1−α+α cos

(
πk̃

) . (10.69)
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With recursive filters, the least squares optimization becomes nonlinear be-
cause ĥ(k̃) in Eq. (10.69) is nonlinear in the parameter α of the recursive filter.
Then, iterative techniques are required to solve the optimization problem. Fig-
ure 10.21c, d shows the transfer functions for R = 2. A more detailed discussion
of interpolation filters including tables with optimized filters can be found in
Jähne [91].

10.6.3 Fast Algorithms for Geometric Transforms

With the extensive discussion on interpolation we are well equipped to devise
fast algorithms for the different geometric transforms. Basically, all fast in-
terpolation algorithms use the following two principles: efficient computation
employing the interpolation coefficients and partition into 1-D geometric trans-
forms.

First, many computations are required to compute the interpolation coefficients
for fractional shifts. For each shift, different interpolation coefficients are re-
quired. Thus we must devise the transforms in such a way that we need only
constant shifts for a certain pass of the transform. If this is not possible, it
might still be efficient to precompute the interpolation coefficients for different
fractional shifts and to save them for later usage.

Second, we learnt in Section 10.5.1 that interpolation is a separable procedure.
Taking advantage of this basic fact considerably reduces the number of opera-
tions. In most cases it is possible to separate the two- and higher dimensional
geometric transforms into a series of 1-D transforms.

10.7 Multichannel Point Operations

10.7.1 Definitions

Point operations can be generalized to multichannel point operations in a straight-
forward way. The operation still depends only on the values of a single pixel.
The only difference is that it depends on a vectorial input instead of a scalar
input. Likewise, the output image can be a multichannel image. For homoge-
neous point operations that do not depend on the position of the pixel in the
image, we can write

G′ = P(G) with
G′ = [

G′0, G
′
1, . . . , G

′
l, . . . , G

′
L−1

]
,

G = [G0, G1, . . . , Gk, . . . , GK−1] ,
(10.70)

where G′l and Gk are the components l and k of the multichannel images G′ and
G with L and K channels, respectively.

Linear operators are an important subclass of multicomponent point operators.
This means that each component of the multichannel image G′ is a linear com-
bination of the components of the multichannel image G:

G′l =
K−1∑
k=0

PlkGk (10.71)
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where Plk are constant coefficients. Therefore, a general linear multicompo-
nent point operation is given by a matrix of coefficients P. Then, we can write
Eq. (10.71) in matrix notation as

G′ = PG. (10.72)

If the components of the multichannel images in a point operation are not inter-
related to each other, all coefficients in P except those on the diagonal become
zero. For K-channel input and output images, just K different point operations
remain, one for each channel. The matrix of point operations finally reduces to
a standard scalar point operation when the same point operation is applied to
each channel of a multi-component image.

For an equal number of output and input images, linear point operations can
be interpreted as coordinate transformation. If the matrix of the coefficients
in Eq. (10.72) has a rank R < K, the multichannel point operation projects the
K-dimensional space to an R-dimensional subspace.

Generally, linear multichannel point operations are quite easy to handle as they
can be described in a straightforward way with the concepts of linear algebra.
For square matrices, for instance, we can easily give the condition when an
inverse operation to a multichannel operation exists and compute it. For non-
linear multicomponent point operations, the linear coefficients in Eqs. (10.71)
and (10.72) have to be replaced by nonlinear functions:

G′l = Pl(G0,G1, . . . ,GK−1) (10.73)

Nonlinear multicomponent point operations cannot be handled in a general
way, unlike linear operations. Thus, they must be considered individually. The
complexity can be reduced significantly if it is possible to separate a given mul-
tichannel point operation into its linear and nonlinear parts.

10.7.2 Dyadic Point Operations

Operations in which only two images are involved are termed dyadic point op-
erations. Dyadic homogeneous point operations can be implemented as LUT
operations. Generally, any dyadic image operation can be expressed as

G′mn = P(Gmn,Hmn). (10.74)

If the gray values of the two input images take Q different values, there are
Q2 combinations of input parameters and, thus, different output values. Thus,
for 8-bit images, 64K values need to be calculated. This is still a quarter less
than with a direct computation for each pixel in a 512× 512 image. All possible
results of the dyadic operation can be stored in a large LUT L with Q2 = 64K
entries in the following manner:

L(28 p + q) = P(p, q), 0 ≤ p,q < Q. (10.75)

The high and low bytes of the LUT address are given by the gray values in the
images G and H, respectively.

Some image processing systems contain a 16-bit LUT as a modular processing
element. Computation of a dyadic point operation either with a hardware or
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software LUT is often significantly faster than a direct implementation, espe-
cially if the operation is complex. In addition, it is easier to control exceptions
such as division by zero or underflow and overflow.

A dyadic point operation can be used to perform two point operations simul-
taneously. The phase and magnitude (r , i) of a complex-valued image, for ex-
ample, can be computed simultaneously with one dyadic LUT operation if we
restrict the output to 8 bits as well:

L(28 r + i) = 28
√
r 2 + i2 + 128

π
arctan

(
i
r

)
, 0 ≤ r , i < Q. (10.76)

The magnitude is returned in the high byte and the phase, scaled to the interval
[−128,127], in the low byte.

10.8 Exercises

Problem 10.1: Contrast enhancement

Interactive demonstration of contrast enhancement by lookup tables
(dip6ex10.01)

Problem 10.2: Inspection of inhomogeneous illumination

Interactive illustration of the possibilities to objectively inspect inhomogeneous
illumination using homogeneous point operations (dip6ex10.02)

Problem 10.3: Overflow detection

Interactive demonstration of the detection of underflow and overflow using his-
tograms (dip6ex10.03)

Problem 10.4: Homogeneous point operations

Interactive demonstration of homogeneous point operations (dip6ex10.04)

Problem 10.5: ∗ Lookup tables

Lookup tables can be used for fast computation of homogeneous point oper-
ations. Determine the equations for the computation of lookup tables for the
following point operations. The images have Q = 2P discrete values. Also
answer the question whether the point operation can be inverted.

1. Negative image (white becomes black and vice versa)

2. A lookup table that indicates the underflow and overflow of gray values. Un-
derflow should be marked in blue, overflow in red. Hint: color output requires
three lookup tables, one each for red, green, and blue (additive color mixing).

3. Contrast enhancement: a small range of S gray values should be mapped to
the full gray value range of 2P gray values.
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Problem 10.6: ∗Correction of nonlinear calibration curves

With lookup tables nonlinear calibration curves can be corrected.

1. Write down the complete lookup table for the following calibration curve:

g′ = a0 + a1g + a2g2,

where a0 = 0, a1 = 0.7, and a2 = 0.02 with 16 different gray values (4 bit,
gray values 0 to 15). Please note that there are different possibilities for
rounding: a) truncation (next lower integer) and b) round-to-nearest (integer
that is closest to the floating point number).

2. What types of errors are caused by rounding?

3. How are the rounding errors reduced if the sensor digitizes the signal g in-
ternally with 6 bits (gray values 0 to 63) and outputs g′ as 4-bit values? Write
down a modified lookup table that covers this case.

Problem 10.7: ∗∗Computation of polar coordinates with a lookup table

Dyadic functions (functions with two input values) can efficiently be computed
with lookup tables.

1. Determine the equations to compute a lookup table that computes the polar
coordinates form Cartesian coordinates with P bits resolution:

r = (x2 +y2)1/2, φ = (2P−1/π) arctan(y/x)

2. How many elements has the lookup table?

Problem 10.8: Averaging of noisy image sequences

Interactive demonstration of the averaging of noisy image sequences; compu-
tation of the variance image (dip6ex10.05)

Problem 10.9: Correction of inhomogeneous illumination

Interactive demonstration of the correction of inhomogeneous illumination us-
ing inhomogeneous point operations (dip6ex10.06)

Problem 10.10: Window functions with Fourier transform

Interactive demonstration of the use of window functions with the Fourier trans-
form (dip6ex10.07)

Problem 10.11: Interpolation

Interactive demonstration of the accuracy of different interpolation methods
with subpixel-accurate scaling, shifting, and rotation of images (dip6ex10.08)

Problem 10.12: ∗Linear and cubic interpolation

A cosine signal is sampled either four or eight times per wavelength. Which
signal form is generated when a continuous signal is reconstructed from these
sampled signals by either linear or cubic interpolation?
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10.9 Further Readings

Holst [80, 82] and Biberman [9] deal with radiometric calibration of sensors
and cameras in the visible and infrared. A detailed discussion of interpola-
tion filters including tables with filter coefficients and efficient algorithms for
geometric transforms can be found in Jähne [91, Chap. 8]. Readers interested
in the mathematical background of interpolation are referred to Davis [31] and
Lancaster and Salkauskas [117]. Wolberg [221] expounds geometric transforms.
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Feature Extraction





11 Averaging

11.1 Introduction

In this chapter we will discuss neighborhood operations for performing
the elementary task of averaging. This operation is of central importance
for low-level image processing. It is one of the building blocks for the
more complex feature extraction operators discussed in Chapters 13–15.

In the simplest case, objects are identified as regions of constant
radiance, i. e., gray values. Then, averaging gives adequate mean values
of the gray values within the object. This approach, of course, implies a
simple model of the image content. The objects of interest must indeed
be characterized by constant gray values that are clearly different from
the background and/or other objects.

However, this assumption is seldom met in real-world applications.
The intensities will generally show some variations. These variations
may be an inherent feature of the object or could be caused by the image
formation process. Typical cases are noise, a non-uniform illumination,
or inhomogeneous background .

In complex cases, it is not possible to distinguish objects from the
background with just one feature. Then it may be a valid approach to
compute more than one feature image from one and the same image.
This results in a multicomponent or vectorial feature image.

The same situation arises when more than one image is taken from
a scene as with color images or any type of multispectral image. There-
fore, the task of averaging must also be applied to vectorial images. In
image sequences, averaging is extended into the time coordinate to a
spatiotemporal averaging.

11.2 General Properties of Averaging Filters

Convolution provides the framework for all elementary averaging filters.
These filters have a number of properties in common that are discussed
in this section.
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11.2.1 Zero Shift

With respect to object detection, the most important feature of a smooth-
ing convolution operator is that it must not shift the object position. Any
shift introduced by a preprocessing operator would cause errors in the
estimates of the position and possibly other geometric features of an ob-
ject. In order to cause no shift, the transfer function of a filter must be
real. A filter with this property is known as a zero-phase filter , because
it does not introduce a phase shift in any of the periodic components
of an image. A real transfer function implies a symmetric filter mask
(Section 2.3). A W -dimensional symmetric convolution mask is defined
by

1-D: h−n = hn
2-D: h−m,n = hm,n, hm,−n = hm,n
3-D: h−l,m,n = hl,m,n, hl,−m,n = hl,m,n, hl,m,−n = hl,m,n.

(11.1)

The symmetry relations also significantly ease the computation of
the transfer functions as only the cosine term of the complex exponen-
tial from the Fourier transform remains in the equations. The transfer
function for 1-D symmetric masks with an odd number of coefficients
(2R + 1) is

ĥ(k̃) = h0 + 2
R∑
v=1

hv cos(vπk̃). (11.2)

With an even number of coefficients (2R), the transfer function of a 1-D
symmetric mask is given by

ĥ(k̃) = 2
R∑
v=1

hv cos((v − 1/2)πk̃). (11.3)

Note that the wave numbers are half-integers v = 1/2,3/2, ..., because
for symmetry reasons the result of the convolution with an even-sized
mask lies on the intermediate grid.

For a 2-D symmetric mask with an odd number of coefficients in both
directions we obtain correspondingly:

ĥ(k̃) = h00

+ 2
r∑
v=1

h0v cos(vπk̃1)+
R∑
u=1

hu0 cos(uπk̃2)

+ 4
R∑
u=1

R∑
v=1

huv cos(vπk̃1) cos(uπk̃2).

(11.4)

A further discussion of the properties of symmetric masks up to three
dimensions can be found in Jähne [91].
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11.2.2 Preservation of Mean

A smoothing operator must preserve the mean value. This condition
says that the transfer function for the zero wave number is 1 or, equiv-
alently, that the sum of all coefficients of the mask is 1:

1-D: ĥ(0) = 1
∑
n
hn = 1

2-D: ĥ(0) = 1
∑
m

∑
n
hmn = 1

3-D: ĥ(0) = 1
∑
l

∑
m

∑
n
hlmn = 1.

(11.5)

11.2.3 Monotonically Decreasing Transfer Function

Intuitively, we expect that a smoothing operator attenuates smaller scales
more strongly than coarser scales. More specifically, a smoothing opera-
tor should not completely annihilate a certain scale while smaller scales
still remain in the image. Mathematically speaking, this means that the
transfer function decreases monotonically with the wave number:

ĥ(k̃2) ≤ ĥ(k̃1) if k̃2 > k̃1. (11.6)

We may impose the more stringent condition that for the highest
wave numbers the transfer function is identical to zero:

1-D: ĥ(1) = 0

2-D: ĥ(k̃1,1) = 0, ĥ(1, k̃2) = 0

3-D: ĥ(k̃1, k̃2,1) = 0, ĥ(k̃1,1, k̃3) = 0, ĥ(1, k̃2, k̃3) = 0.

(11.7)

Together with the monotonicity condition and the preservation of the
mean value, this means that the transfer function decreases monotoni-
cally from one to zero for each averaging operator.

11.2.4 Isotropy

In most applications, the smoothing should be the same in all directions
in order not to prefer any direction. Thus, both the filter mask and
the transfer function should be isotropic. Consequently, the filter mask
depends only on the magnitude of the distance from the center pixel and
the transfer function on the magnitude of the wave number:

h(x) = h(|x|) and ĥ(k̃) = ĥ(|k̃|). (11.8)

In discrete space, of course, this condition can only be met approxi-
mately. Therefore, it is an important design goal to construct discrete
masks with minimum deviation from isotropy.
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11.3 Box Filter

11.3.1 Introduction

It is obvious that smoothing filters will average pixels within a small
neighborhood. The simplest method is to add all the pixels within the
filter mask and to divide the sum by the number of pixels. Such a simple
filter is called a box filter . Box filters are an illustrative example as to
how to design a filter properly. As an introduction, we consider a 1× 3
box filter

3R = 1
3

[
1 1 1

]
. (11.9)

The factor 1/3 scales the result of the convolution sum in order to pre-
serve the mean value (Section 11.2.2). Otherwise the gray value in a
region with constant gray values is not preserved. We apply this mask
to a vertical edge

...
...

...
...

· · · 0 0 1 1 · · ·
· · · 0 0 1 1 · · ·
· · · 0 0 1 1 · · ·

...
...

...
...

∗ 1
3

[
1 1 1

]
=

...
...

...
...

· · · 0 1/3 2/3 1 · · ·
· · · 0 1/3 2/3 1 · · ·
· · · 0 1/3 2/3 1 · · ·

...
...

...
...

As expected for a smoothing operation, the sharp edge is transformed
into a smoother ramp with a gradual transition from 0 to 1. Smoothing
filters attenuate structures with high wave numbers. Let us test this first
with a vertical structure with a wavelength of 3 pixel distance:

...
...

...
...

...
...

1 –2 1 1 –2 1 · · ·
1 –2 1 1 –2 1 · · ·
1 –2 1 1 –2 1 · · ·
...

...
...

...
...

...

∗ 1
3

[
1 1 1

]
=

...
...

...
...

...
...

0 0 0 0 0 0 · · ·
0 0 0 0 0 0 · · ·
0 0 0 0 0 0 · · ·
...

...
...

...
...

...

It turns out that the 1× 3 box filter completely removes a structure
with the wavelength 3. As already discussed in Section 11.2.3, we expect
that all structures with a wave number above a certain threshold are
removed by a good smoothing filter. This is not the case for the 1× 3
box filter. A structure with the wavelength 2 is only attenuated by a
factor of 3:

...
...

...
...

· · · 1 –1 1 –1 · · ·
· · · 1 –1 1 –1 · · ·
· · · 1 –1 1 –1 · · ·

...
...

...
...

∗ 1
3

[
1 1 1

]
=

...
...

...
...

· · · −1/3 1/3 −1/3 1/3 · · ·
· · · −1/3 1/3 −1/3 1/3 · · ·
· · · −1/3 1/3 −1/3 1/3 · · ·

...
...

...
...
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Figure 11.1: Transfer functions of one-dimensional smoothing filters: a box fil-
ters with 3, 5, 7, and 9 coefficients; b binomial filters Bp with p = 2, 4, 8, 16, and
32.

11.3.2 1-D Box Filter

After this qualitative introduction, we discuss box filters quantitatively
by computing the transfer function. For sake of simplicity, we start with
1-D filters. The mask of the box filter Eq. (11.9) is of even symmetry.
According to the considerations in Section 4.2.6, we can apply Eq. (4.25)
to compute the transfer function of the one-dimensional 1× 3 box filter.
Only the coefficients h0 = h1 = 1/3 are unequal to zero and the transfer
function reduces to

3r̂ (k̃) = 1
3
+ 2

3
cos(πk̃). (11.10)

The transfer function is shown in Fig. 11.1a. Our quick computation at
the beginning of this section is verified. The transfer function shows a
zero at k̃ = 2/3. This corresponds to a wave number that is sampled 3
times per wavelength. The smallest possible wavelength (k̃ = 1), which
is sampled twice per wavelength, is only damped by a factor of three.
The transfer function is negative for k̃ > 2/3. A negative transfer func-
tion means an interchange of minimum and maximum values, equal to
a phase shift of 180 °. In conclusion, the 1× 3 box filter is not a good
lowpass filter. It is disturbing that the attenuation does not increase
monotonically with the wave number but oscillates. Even worse, struc-
tures with the largest wave number are not attenuated strongly enough.

Larger box filters

RR = 1
R

⎡
⎢⎣1 1 . . . 1︸ ︷︷ ︸

R times

⎤
⎥⎦ (11.11)

with R coefficients and the transfer function

Rr̂ (k̃) = sin(πRk̃/2)
R sin(πk̃/2)

(11.12)
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Figure 11.2: Transfer functions of two-dimensional box filters shown in a pseudo
3-D plot: a 3× 3 box filter; b 7× 7 box filter.

do not show a significant improvement (Fig. 11.1a). On the contrary,
the oscillatory behavior is more pronounced and the attenuation is only
proportional to the wave number. For large filter masks, the discrete
mask with R coefficients comes close to a continuous box function of
width R. Therefore the transfer function approximates the sinc function
(�R5) at low wave numbers k̃� 1:

Rr̂x(k̃) ≈ sin(πRk̃/2)
πRk̃/2

= sinc(Rk̃/2). (11.13)

11.3.3 2-D Box Filter

Now we turn to two-dimensional box filters. To simplify the arithmetic,
we utilize the fact that the filter is separable and decompose it into ver-
tical and horizontal 1-D components:

3R = 3Rx ∗ 3Ry = 1
9

⎡
⎢⎣ 1 1 1

1 1 1
1 1 1

⎤
⎥⎦ = 1

3

[
1 1 1

]
∗ 1

3

⎡
⎢⎣ 1

1
1

⎤
⎥⎦ .

The transfer function of the one-dimensional filters is given by Eq. (11.10)
(replacing k̃x by k̃y for the vertical filter). As convolution in the space
domain corresponds to multiplication in the wave number domain, the
transfer function of R is

3r̂ = 3r̂x3r̂y =
[

1
3
+ 2

3
cos(πk̃x)

][
1
3
+ 2

3
cos(πk̃y)

]
. (11.14)

11.3.4 Evaluation

From Eq. (11.14) and Fig. 11.2a, we can conclude that 2-D box filters are
also poor lowpass filters. A larger box filter, for example one with a
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Figure 11.3: Test of the smoothing with a 5× 5 (upper right quadrant) and a
9× 9 box filter (lower left quadrant) using a test image with concentric sinusoidal
rings. The maximum wave number k̃ at the edge of the pattern is 0.6.

7× 7 mask (Fig. 11.2b), does not perform any better. Besides the disad-
vantages already discussed for the one-dimensional case, we are faced
with the problem that the transfer function is not isotropic , i. e., it de-
pends, for a given wave number, on the direction of the wave number.

When we apply a box filter to an arbitrary image, all these disadvan-
tages affect the image, but it is difficult to observe them quantitatively
(Fig. 11.6). They are revealed immediately, however, if we use a carefully
designed test image. This image contains concentric sinusoidal rings.
The wavelength of the rings decreases with distance from the center.
With this test image, we map the Fourier domain onto the space do-
main. Thus, we can directly see the transfer function, i. e., the change
in the amplitude and the phase shift, when a filter is applied. When we
convolve this image with a 5× 5 or 9× 9 box filter, the deviations from
an isotropic transfer function become readily visible (Fig. 11.3). We can
observe the wave numbers that vanish entirely and the change of gray
value maxima into gray value minima and vice versa in some regions,
indicating the 180° phase shift caused by negative values in the transfer
function.

From this experience, we can learn an important lesson. We must
not rate the properties of a filter operation from its effect on arbitrary
images, even if we think that they seem to work correctly. Obviously,
the eye perceives a rather qualitative impression, but for quantitative
extraction of image features a quantitative analysis of the filter proper-
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ties is required. This involves a careful analysis of the transfer function
and the application of the filters to carefully designed test images.

Now we turn back to the question of what went wrong with the box
filter. We might try to design a better smoothing filter directly in the wave
number space. An ideal smoothing filter would cut off all wave numbers
above a certain threshold value. We could use this ideal transfer function
and compute the filter mask by an inverse Fourier transform. However,
we run into two problems, which can be understood without explicit
calculations. The inverse Fourier transform of a box function is a sinc
function. This means that the coefficients decrease only proportionally
to the distance from the center pixel. We would be forced to work with
large filter masks. Furthermore, the filter has the disadvantage that it
overshoots at the edges.

11.3.5 Fast Computation

Despite all the disadvantages of box filters, they show one significant
advantage. According to the following equation, the convolution with
a one-dimensional box filter can be computed independently of its size
with only three operations as a recursive filter operation:

g′m = g′m−1 +
1

2r + 1
(gm+r − gm−r−1). (11.15)

This recursion can be understood by comparing the computations for
the convolution at neighboring pixels. When the box mask is moved one
position to the right, it contains the same weighting factor for all pixels
except for the last and the first pixel. Thus, we can simply take the
result of the previous convolution, (g′m−1), subtract the first pixel that
just moved out of the mask, (gm−r−1), and add the gray value at the pixel
that just came into the mask, (gm+r ). In this way, the computation of a
box filter does not depend on its size and the number of computations
is O(r 0). Only one addition, one subtraction, and one multiplication are
required to compute the filter result.

11.4 Binomial Filter

11.4.1 Basics

From our experience with box filters, we conclude that the design of
filters is a difficult optimization problem. If we choose a small rectan-
gular filter mask, we get a poor transfer function. If we start with an
ideal transfer function, we get large filter masks and overshooting fil-
ter responses. The reason for this behavior is the fundamental relation
between smoothness and compactness of the Fourier transform pairs
(Section 2.3.4). An edge constitutes a discontinuity. A discontinuity
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leads to an impulse in the first derivative. The Fourier transform of an
impulse is evenly spread over the whole Fourier domain. Using the inte-
gral property of the Fourier transform (Section 2.3), an integration of the
derivative in the space domain means a division by k in the Fourier do-
main (�R5). Then we know without any detailed calculation that in the
one-dimensional case the envelope of the Fourier transform of a func-
tion which shows discontinuities in the space domain will decline with
k−1 in the wave number domain. This was exactly what we found for the
box function. Its Fourier transform is the sinc function (�R5).

Considering this basic fact, we can design better smoothing filters.
One condition is that the filter masks should gradually approach zero.

11.4.2 1-D Binomial Filter

Here we will introduce a class of smoothing filters that meets this crite-
rion and can be calculated very efficiently. Furthermore, these filters are
an excellent example of how more complex filters can be built from sim-
ple components. The simplest and most elementary smoothing mask we
can think of is

B = 1
2
[1 1] . (11.16)

It averages the gray values of two neighboring pixels. We can use this
mask R times in a row on the same image. This corresponds to the filter
mask

1
2R
[1 1]∗ [1 1]∗ . . .∗ [1 1]︸ ︷︷ ︸

R times

, (11.17)

or, written as an operator equation,

BR = BB . . .B︸ ︷︷ ︸
R times

. (11.18)

Some examples of the resulting filter masks are:

B2 = 1/4 [1 2 1]
B3 = 1/8 [1 3 3 1]
B4 = 1/16 [1 4 6 4 1]
B8 = 1/256 [1 8 28 56 70 56 28 8 1] .

(11.19)

Because of symmetry, only the odd-sized filter masks are of interest.
The masks contain the values of the discrete binomial distribution.

Actually, the iterative composition of the mask by consecutive convolu-
tion with the 1/2 [1 1]mask is equivalent to the computation scheme of
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Figure 11.4: Test of the smoothing with a B4 and B16 binomial filter using a test
image with concentric sinusoidal rings.

Pascal’s triangle:

R f σ 2

0 1 1 0
1 1/2 1 1 1/4
2 1/4 1 2 1 1/2
3 1/8 1 3 3 1 3/4
4 1/16 1 4 6 4 1 1
5 1/32 1 5 10 10 5 1 5/4
6 1/64 1 6 15 20 15 6 1 3/2
7 1/128 1 7 21 35 35 21 7 1 7/4
8 1/256 1 8 28 56 70 56 28 8 1 2

(11.20)

where R denotes the order of the binomial, f the scaling factor 2−R, and
σ 2 the variance, i. e., effective width, of the mask.

The computation of the transfer function of a binomial mask is also
very simple since we only need to know the transfer function of B. The
transfer function of BR is then given as the Rth power:

b̂R(k̃) = cosR(πk̃/2), (11.21)

which can be approximated for small wave numbers by

b̂R(k̃) = 1− R
8
(πk̃)2 +

(
3R2 − 2R

384

)
(πk̃)4 +O(k̃6). (11.22)
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Figure 11.5: Transfer function of two-dimensional binomial filters: a B2;
b anisotropy B̂2(k̃, θ)− B̂2(k̃,0) in a (k, θ) diagram; c B4; d anisotropy for B4 as
in b.

The graphical representation of the transfer function in Fig. 11.1b
reveals that binomial filters are much better smoothing filters than box
filters. The transfer function decreases monotonically and approaches
zero at the largest wave number. The smallest mask, B2, has a halfwidth
of k̃/2. This is a periodic structure that is sampled four times per wave-
length. For larger masks, both the transfer function and the filter masks
approach the Gaussian distribution with an equivalent variance. Larger
masks result in smaller half-width wave numbers according to the un-
certainty relation (Section 2.3.4).

11.4.3 2-D Binomial Filter

Two-dimensional binomial filters can be composed from a horizontal
and a vertical 1-D filter:

BR = BRxBRy. (11.23)

The smallest mask of this kind is a 3× 3-binomial filter (R = 2):

B2 = 1
4

[
1 2 1

]
∗ 1

4

⎡
⎢⎣ 1

2
1

⎤
⎥⎦ = 1

16

⎡
⎢⎣ 1 2 1

2 4 2
1 2 1

⎤
⎥⎦ . (11.24)
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a b

c d

e f

Figure 11.6: Application of smoothing filters: a original image; b 5× 5 box fil-
ter; c 9× 9 box filter; d 17× 17 binomial filter (B16); a set of recursive filters
Eq. (11.38) running in horizontal and vertical directions; e R = 2; f R = 16.

The transfer function of the 2-D binomial filterBR with (R + 1)× (R + 1)
coefficients is easily derived from the transfer functions of the 1-D filters
Eq. (11.21) as

b̂R = b̂Ryb̂Rx = cosR(πk̃y/2) cosR(πk̃x/2), (11.25)

and correspondingly for a 3-D filter as

b̂R = b̂Rz b̂Ryb̂Rx = cosR(πk̃z/2) cosR(πk̃y/2) cosR(πk̃x/2). (11.26)
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a b

c d

c d

Figure 11.7: Suppression of noise with smoothing filters: a image from Fig. 11.6a
with Gaussian noise; b image with binary noise; c image a and d image b filtered
with a 9× 9 binomial filter (B8); e image a and f image b filtered with a 3× 3
median filter (Section 11.6.1).

The transfer functions of B2 and B4 are shown in Fig. 11.5. Already
the small 3× 3 filter is remarkably isotropic. Larger deviations from the
circular contour lines can only be recognized for larger wave numbers,
when the transfer function has dropped to 0.3 (Fig. 11.5a). This property
can be shown by expanding Eq. (11.25) in a Taylor series using cylindrical
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coordinates k̃ = [k̃, θ]T :

b̂R ≈ 1− R
8
(πk̃)2 + 2R2 − R

256
(πk̃)4 − R cos 4θ

768
(πk̃)4. (11.27)

Only the second-order term is isotropic. In contrast, the fourth-order
term contains an anisotropic part which increases the transfer function
in the direction of the diagonals (Fig. 11.5a). A larger filter (larger R)
is less anisotropic as the isotropic term with k̃4 increases quadratically
with R while the anisotropic term with k̃4 cos 4θ increases only linearly
with R. Already the 5× 5 filter (Fig. 11.5b) is remarkably isotropic. The
insignificant anisotropy of the binomial filters also becomes apparent
when applied to the test image in Fig. 11.4.

11.4.4 Evaluation

Figure 11.6b, c show smoothing with two different binomial filters. We
observe that the edges get blurred. Fine structures as in the branches
of the tree are lost. Smoothing suppresses noise. Binomial filters can
reduce the noise level of zero-mean Gaussian noise (Section 3.4.2) con-
siderably but only at the price of blurred details (Fig. 11.7a, c). Binary
noise (also called impulse noise), which causes wrong gray values for a
few randomly distributed pixels (Fig. 11.7b) (for instance due to trans-
mission errors), is suppressed only poorly by linear filters. The images
are blurred, but the error caused by the binary noise is not eliminated
but only distributed.

11.4.5 Fast Computation

We close our consideration of binomial filters with some remarks on
fast algorithms. A direct computation of a (R + 1)× (R + 1) filter mask
requires (R + 1)2 multiplications and (R + 1)2 − 1 additions. If we de-
compose the binomial mask into elementary smoothing masks 1/2 [1 1]
and apply this mask in horizontal and vertical directions R times each,
we only need 2R additions. All multiplications can be handled much
more efficiently as shift operations. For example, the computation of a
17× 17 binomial filter requires only 32 additions and some shift opera-
tions compared to 289 multiplications and 288 additions needed for the
direct approach.

11.5 Efficient Large-Scale Averaging

Despite the efficient implementation of binomial smoothing filters Br
by cascaded convolution with B, the number of computations increases
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dramatically for smoothing masks with low cutoff wave numbers, be-
cause the standard deviation of the filters is proportional to the square
root of R according to Eq. (3.43):

σ = √
R/4. (11.28)

Let us consider a smoothing operation over a circle with a radius of
about only 1.73 pixels, corresponding to a variance σ 2 = 3. According to
Eq. (11.28) we need to apply B12 which — even in an efficient separable
implementation — requires 24 (36) additions and 2 (3) shift operations
for each pixel in a 2-D (3-D) image. If we want to smooth over the double
distance (σ 2 = 12, radius ≈ 3.5, B48) the number of additions quadru-
ples to 96 (144) per pixel in 2-D (3-D) space.

11.5.1 Multistep Averaging

The problem of slow large-scale averaging originates from the small dis-
tance between the pixels averaged in the elementary B = 1/2 [1 1]mask.
In order to overcome this problem, we may use the same elementary av-
eraging process but with more distant pixels and increase the standard
deviation for smoothing correspondingly. In two dimensions, the fol-
lowing masks could be applied along diagonals (σ · √2):

Bx+y = 1
4

⎡
⎢⎣ 1 0 0

0 2 0
0 0 1

⎤
⎥⎦ , Bx−y = 1

4

⎡
⎢⎣ 0 0 1

0 2 0
1 0 0

⎤
⎥⎦ , (11.29)

or, with double step width along axes (σ · 2) and in three dimensions,

B2x = 1
4
[1 0 2 0 1] , B2y = 1

4

⎡
⎢⎢⎢⎢⎢⎢⎣

1
0
2
0
1

⎤
⎥⎥⎥⎥⎥⎥⎦ , B2z = 1

4

⎡
⎢⎢⎢⎢⎢⎢⎣

1
0
2
0
1

⎤
⎥⎥⎥⎥⎥⎥⎦
z

. (11.30)

The subscripts in these masks denote the stepping width and coordi-
nate direction. Bx+y averages the gray values at two neighboring pixels
in the direction of the main diagonal. B2x computes the mean of two
pixels at a distance of 2 in the x direction. The standard deviation of
these filters is proportional to the distance between the pixels. The most
efficient implementations are multistep masks along the axes. They have
the additional advantage that because of separability, the algorithms can
be applied to image data of arbitrary dimensions.

The problem with these filters is that they perform a subsampling.
Consequently, they are no longer filters for larger wave numbers. If we
take, for example, the symmetric 2-D B2

2xB2
2y filter, we effectively work
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Figure 11.8: Transfer function of the binomial mask applied a in the diagonal
direction (B2

x+yB2
x−y ) and b with double step width in axis directions (B2

2xB2
2y ).

on a grid with a doubled grid constant in the spatial domain. Hence, the
reciprocal grid in the wave number space has half the grid width and
the transfer function is periodically replicated once in both directions
(Fig. 11.8). Generally, the zero lines of the transfer function of masks
with larger step width reflect this reciprocal grid. For convolution with
two neighboring pixels in the direction of the two diagonals, the recip-
rocal grid is turned by 45°. The grid constant of the reciprocal grid is a
factor

√
2 smaller than that of the original grid.

Used individually, these filters are not of much help. But we can
use them in cascade, starting with directly neighboring pixels. Then the
zero lines of the transfer functions, which lie differently for each pixel
distance, efficiently force the transfer function close to zero for large
wave number ranges.

Cascaded multistep binomial filtering leads to a significant perfor-
mance increase for large-scale smoothing. For normal separable bino-
mial filtering, the number of computations is proportional toσ 2(O(σ 2)).
For multistep binomial filtering it depends only logarithmically on σ
(O(ldσ 2)) if a cascade of filter operations with recursive step width dou-
bling is performed:

BR2S−1x · · ·BR8xBR4xBR2xBRx︸ ︷︷ ︸
S times

. (11.31)

Such a mask has the standard deviation

σ 2 = R/4+ R + 4R + . . .+ 4S−1R︸ ︷︷ ︸
S times

= R
12
(4S − 1) (11.32)
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Figure 11.9: Transfer function of cascaded multistep binomial filters and their
anisotropy: aB2

2B2
1, b B̂2

2 B̂
2
1(k̃, θ)−B̂2

2 B̂
2
1(k̃,0), cB4

2B4
1, d B̂4

2 B̂
4
1(k̃, θ)− B̂4

2 B̂
2
1(k̃,0).

The anisotropy is shown in polar coordinates (k̃, θ) as the deviation from the
transfer function in the x direction.

and the transfer function

S−1∏
s=0

cosR(2s−1πk̃). (11.33)

Thus, for S steps only RS additions are required while the standard
deviation grows exponentially with ≈ √

R/12 · 2S .
With the parameter R, we can adjust the degree of isotropy and the

degree of residual inhomogeneities in the transfer function. A very effi-
cient implementation is given by using R = 2 (B2 = 1/4[1 2 1] in each direc-
tion). However the residual side peaks at high wave numbers with max-
imal amplitudes up to 0.08 are still significant disturbances (Fig. 11.9a,
b, Fig. 11.10a, b).

With the next larger odd-sized masks (R = 4, B4 = 1/16[1 4 6 4 1]
in each direction) these residual side peaks at high wave numbers are
suppressed well below 0.005 (Fig. 11.9c, d, Fig. 11.10c, d). This is about
the relative resolution of 8-bit images and should therefore be sufficient
for most applications. With still larger masks, they could be suppressed
even further. Figure 11.11 shows the first four steps of multistep aver-
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Figure 11.10: Cascaded multistep averaging with step width doubling according
to Eq. (11.31), applied to the ring test pattern: a B2

2B2
1, b B2

4B2
2B2

1, c B4
2B4

1, and
d B4

4B4
2B4

1.

aging with the B4 mask, illustrating how quickly the smoothing reaches
large scales.

11.5.2 Multigrid Averaging

Multistep cascaded averaging can be further enhanced by converting it
into a multiresolution technique. The idea of multigrid smoothing is
very simple. When a larger-step mask is involved, this operation can
be applied on a correspondingly coarser grid. This means that the last
operation before using the larger-step mask needs to compute the convo-
lution only at the grid points used by the following coarser grid operator.
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a b

c d

Figure 11.11: Cascaded multistep averaging with step width doubling according
to Eq. (11.31), applied to image Fig. 11.6a with a one, b two, c three, and d four
steps using the B4 filter.

This sampling procedure is denoted by a special syntax in the operator
index. Ox|2 means: Apply the operator in the x direction and advance
the mask two pixels in the x direction. Thus, the output of the filter
operator has only half as many pixels in the x direction as the input.

Multigrid smoothing makes the number of computations essentially
independent of the standard deviation of the smoothing mask. We again
consider a sequence of 1-D binomial filters:

BRx↓2 · · ·BRx↓2BRx↓2︸ ︷︷ ︸
S times

.

Since BRx|2 takes R operations, the operator sequence takes

R
S∑
s=1

1
2s−1

= R
(

1− 1
2S−1

)
< 2R

As for the multistep approach, Eq. (11.32), the standard deviation of the
operator sequence is

σ 2 = R
12
(4S − 1). (11.34)
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Thus, smoothing to any degree takes not more than twice as many oper-
ations as smoothing at the first step! As for multistep binomial filters,
the standard deviation grows by a factor of two. Also — as long as

B̂R(k̃) = 0 ∀k̃ ≥ 1/2 — the transfer functions of the filters are the
same as for the multistep filters.

11.5.3 Recursive Averaging

A totally different approach to large-scale averaging is given by recursive filter-
ing introduced in Section 4.5. The recursion essentially gives a convolution filter
an infinite point spread function. The basic advantage of recursive filters is that
they can easily be “tuned”, as we have demonstrated with the simple lowpass
filter in Section 4.5.5. In this section, the focus is on the design of averaging
filters that meet the criteria we discussed earlier in Section 11.2, especially the
zero-shift property (Section 11.2.1) that is not met by causal recursive filters.
Basically, recursive filters work the same as non-recursive filters. In principle,
we can replace any recursive filter with a non-recursive filter whose filter mask is
identical to the point spread function of the recursive filter. The real problem is
the design of the recursive filter, i. e., the determination of the filter coefficients
for a desired transfer function.
While the theory of one-dimensional recursive filters is standard knowledge
in digital signal processing (see, for example, Oppenheim and Schafer [150]),
the design of two-dimensional filters is still not adequately understood. The
main reason is the fundamental difference between the mathematics of one-
and higher-dimensional z-transforms and polynomials [126].
Despite these theoretical problems, recursive filters can be applied successfully
in digital image processing. In order to avoid the filter design problems, we will
use only very simple recursive filters which are easily understood and compose
them to more complex filters, similar to the way we constructed the class of
binomial filters from the elementary smoothing mask 1/2 [1 1]. In this way we
will obtain a class of recursive filters that may not be optimal from the point of
view of filter design but are useful in practical applications.
In the first composition step, we combine causal recursive filters to symmetric
filters. We start with a general one-dimensional recursive filter with the transfer
function

+Â = a(k̃)+ ib(k̃). (11.35)

The index + denotes the run direction of the filter in the positive coordinate
direction. The transfer function of the same filter but running in the opposite
direction is

−Â = a(k̃)− ib(k̃). (11.36)

Only the sign of the imaginary part of the transfer function changes, as it cor-
responds to the odd part of the point spread function, while the real part cor-
responds to the even part.
We now have two possible ways to combine the forward and backward running
filters into symmetric filters useful for averaging:

addition Â = 1
2

[
+Â+ −Â

]
= a(k̃)

multiplication Â = +Â−Â = a2(k̃)+ b2(k̃).
(11.37)
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Figure 11.12: Transfer function of the recursive lowpass filter Eq. (11.41) for
different values of α = 1/2, 1/4, 1/8, and 1/16.

Both techniques yield real transfer functions and thus even filters with zero
shift that are suitable for averaging.

As the elementary recursive smoothing filter, we use the two-element lowpass
filter we have already studied in Section 4.5.5:

±Ax : G′mn = G′m,n∓1 +α(Gmn −G′m,n∓1) with 0 ≤ α ≤ 1 (11.38)

with the impulse response

(±Ax)m,n =
{
α(1−α)n n > 0,m = 0
0 otherwise. (11.39)

The transfer function of this filter can easily be calculated by taking into account
that the Fourier transform of Eq. (11.39) forms a geometric series:

±Âx(k̃) = α
1− (1−α) exp(∓iπk̃)

. (11.40)

This relation is valid only approximately, since we broke off the infinite sum in
Eq. (11.39) at n = N − 1 because of the limited size of the image.

Consecutive filtering with a left and right running filter corresponds to a multi-
plication of the transfer functions

Âx(k̃) = +Âx(k̃) −Âx(k̃) ≈ α2

α2 + 2(1−α)(1− cos(πk̃))
. (11.41)

The transfer function shows the characteristics expected for a lowpass filter
(Fig. 11.12). At k̃ = 0, Âx(k̃) = 1; for small k̃, the transfer function falls off in
proportion to k̃2,

Âx ≈ 1− 1−α
α2

(πk̃)2 k̃� 1, (11.42)

and has a half-value wave number k̃c (Âx(k̃c) = 1/2) of

k̃c ≈ 1
π

arcsin
α√

2(1−α) ≈
α√
2π
, (11.43)
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Figure 11.13: Transfer functions of two-dimensional recursive lowpass filters:
a A with α = 1/2, b anisotropy of a: Â(k, θ) − Â(k,π/4), c A′ with α = 1/2,
and d anisotropy of c: Â′(k, θ)− Â′(k,0).

where the last approximation is only valid for α << 1. At the highest wave
number, k̃ = 1, the transfer function has dropped off to

Âx(1) ≈ α2

4(1−α)+α2
. (11.44)

In contrast to binomial filters, it is not exactly zero, but sufficiently small even
for small values of α (Fig. 11.12).

Two-dimensional filters can be composed from one-dimensional filters running
in the horizontal and vertical directions:

A=AxAy = +Ax
−Ax

+Ay
−Ay. (11.45)

This filter (Fig. 11.13a, b) is significantly less isotropic than binomial filters
(Fig. 11.5). High wave numbers are attenuated much less in coordinate direc-
tions than in the other directions. However, recursive filters have the big advan-
tage that the computational effort does not depend on the degree of averaging.
With the simple first-order recursive filter, we can select the degree of averaging
with an appropriate choice of the filter parameter α (Eq. (11.43)). The isotropy
of recursive filters can be further improved by running additional filters along
the diagonals:

A′ = AxAyAx−yAx+y. (11.46)

The subscripts x −y and x +y denote the main and second diagonal, respec-
tively. The transfer function of such a filter is shown in Fig. 11.13c, d.
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In contrast to non-recursive filters, the computational effort does not depend
on the cut-off wave number. If α = 2−l in Eq. (11.38), the filter can be computed
without any multiplication:

G′mn =
[
G′m,n±1 · 2l −G′m,n±1 +Gmn

]
· 2−l, l > 1. (11.47)

The two-dimensional filter A needs only 8 additions and shift operations per
pixel, while the A′ filter, running in 4 directions, needs twice as many oper-
ations. However, this is not more efficient than the multigrid approach with
binomial masks (Section 11.5.2), which is a much better isotropic filter.

11.6 Nonlinear Averaging

The linear averaging filters discussed so far blur edges. Even worse, if the mask
of the smoothing operator crosses an object edge it contains pixels from both
the object and the background, giving a meaningless result from the filter. The
same is true if averages are performed when a certain number of pixels in an im-
age show erroneous values, e. g., because of a transmission error. The question,
therefore, is whether it is possible to perform an averaging that does not cross
object boundaries or that ignores certain pixels. Such a procedure can only be
applied, of course, if we have already detected the edges or any distorted pixel.

In this section, we discuss three types of nonlinear averaging filter: the classical
median filter (Section 11.6.1); weighted averaging, also known as normalized
convolution (Section 11.6.2); and steerable averaging (Section 11.6.3), where we
control the direction and/or degree of averaging with the local content of the
neighborhood.

11.6.1 Median Filter

Linear filters effectively suppress Gaussian noise but perform very poorly in
case of binary noise (Fig. 11.7). Using linear filters that weigh and sum up, we
assume that each pixel carries some useful information. Pixels distorted by
transmission errors have lost their original gray value. Linear smoothing does
not eliminate this information but carries it on to neighboring pixels. Thus the
appropriate operation to process such distortions is to detect these pixels and
to eliminate them.

This is exactly what a rank-value filter does (Section 4.3). The pixels within the
mask are sorted and one pixel is selected. In particular, the median filter selects
the medium value. As binary noise completely changes the gray value, it is very
unlikely that it will show the medium gray value in the neighborhood. In this
way, the medium gray value of the neighborhood is used to restore the gray
value of the distorted pixel.

The following examples illustrate the effect of a 1× 3 median filter M:

M[· · · 1 2 3 7 8 9 · · · ] = [· · · 1 2 3 7 8 9 · · · ],

M[· · · 1 2 102 4 5 6 · · · ] = [· · · 1 2 4 5 5 6 · · · ],

M[· · · 0 0 0 9 9 9 · · · ] = [· · · 0 0 0 9 9 9 · · · ].
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As expected, the median filter eliminates runaways. The two other gray value
structures — a monotonically increasing ramp and an edge between two plateaus
of constant gray value — are preserved. In this way a median filter effectively
eliminates binary noise without significantly blurring the image (Fig. 11.7e).
Gaussian noise is less effectively eliminated (Fig. 11.7f).

The most important deterministic properties of a one-dimensional 2N + 1 me-
dian filter can be formulated using the following definitions.

• A constant neighborhood is an area with N + 1 equal gray values.

• An edge is a monotonically increasing or decreasing area between two con-
stant neighborhoods.

• An impulse is an area of at most N points surrounded by constant neighbor-
hoods with the same gray value.

• A root or fix point is a signal that is preserved under the median filter oper-
ation.

With these definitions, the deterministic properties of a median filter can be
described very compactly:

• Constant neighborhoods and edges are fix points.

• Impulses are eliminated.

Iterative filtering of an image with a median filter results in an image containing
only constant neighborhoods and edges. If only single pixels are distorted, a
3× 3 median filter is sufficient to eliminate them. If clusters of distorted pixels
occur, larger median filters must be used.

The statistical properties of the median filter can be illustrated with an image
containing only constant neighborhoods, edges, and impulses. The impulse
power spectrum of impulses is flat (white noise). As the median filter elimi-
nates impulses, the power spectrum decreases homogeneously. The contribu-
tion of the edges to a certain wave number is not removed. This example also
underlines the nonlinear nature of the median filter.

11.6.2 Weighted Averaging

In Section 3.1, we saw that gray values at pixels, just like any other experimental
data, may be characterized by individual errors that have to be considered in
any further processing. As an introduction, we first discuss the averaging of a
set of N independent data gn with standard deviations σn. From elementary
statistics, it is known that appropriate averaging requires the weighting of each
data point gn with the inverse of the variance wn = 1/σ 2

n. Then, an estimate of
the mean value is given by

g =
N∑
n=1

gn/σ 2
n

/ N∑
n=1

1/σ 2
n (11.48)

while the standard deviation of the mean is

σ 2
g = 1

/ N∑
n=1

1/σ 2
n . (11.49)
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a b

c d

Figure 11.14: Weighted averaging using the edge strength to hinder smoothing
at edges: a image from Fig. 11.6a with added Gaussian noise; b weighting image
after 5 convolutions; image after c two and d five normalized convolutions using
a B2 binomial smoothing mask (compare with Fig. 11.7).

The lower the statistical error of an individual data point, the higher is the
weight in Eq. (11.48).

The application of weighted averaging to image processing is known as normal-
ized convolution [66]. The averaging is now extended to a local neighborhood.
Each pixel enters the convolution sum with a weighting factor associated with
it. Thus, normalized convolution requires two images. One is the image to be
processed, the other an image with the weighting factors.

By analogy to Eqs. (11.48) and (11.49), normalized convolution is defined by

G′ = H ∗ (W ·G)
H ∗W , (11.50)

where H is any convolution mask, G the image to be processed, and W the
image with the weighting factors. A normalized convolution with the mask H
essentially transforms the set of the image G and the weighting image W into
a new image G′ and a new weighting image W ′ = H ∗ W which can undergo
further processing.

In this sense, normalized convolution is nothing complicated or special. It is
just adequate consideration of pixels with spatially variable statistical errors.
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“Standard” convolution can be regarded as a special case of normalized con-
volution. Then all pixels are assigned the same weighting factor and it is not
required to use a weighting image, since the factor remains a constant.

The flexibility of normalized convolution is given by the choice of the weighting
image. The weighting image is not necessarily associated with an error. It
can be used to select and/or amplify pixels with certain features. In this way,
normalized convolution becomes a versatile nonlinear operator.

As an example, Fig. 11.14 shows an noisy image that is filtered by normalized
convolution using an weighting image that hinders smoothing at edges.

11.6.3 Steerable Averaging

The idea of steerable filters is to make the convolution mask dependent on
the local image structure. This is a general concept which is not restricted to
averaging but can be applied to any type of convolution process. The basic idea
of steerable filters is as follows. A steerable filter has some freely adjustable
parameters that control the filtering. These could be various properties such as
the degree of smoothing, the direction of smoothing, or both. It is easy to write
down a filter mask with adjustable parameters. We have done this already for
recursive filters in Eq. (11.38) where the parameter α determines the degree of
smoothing. However, it is not computationally efficient to convolve an image
with masks that are different at every pixel. Then, advantage can no longer be
taken of the fact that masks are separable.

An alternative approach is to seek a base of a few filters, and to use these filters
to compute a set of filtered images. Then, these images are interpolated using
adjustable parameters. In operator notation this reads

H (α) =
P∑
p=1

fp(α)Hp, (11.51)

whereHp is the pth filter and fp(α) a scalar interpolation function of the steer-
ing parameter α. Two problems must be solved when using steerable filters.
First, and most basically, it is not clear that such a filter base Hp exists at all.
Second, the relation between the steering parameter(s) α and the interpolation
coefficients fp must be found. If the first problem is solved, we mostly get the
solution to the second for free.

As an example, a directional smoothing filter is to be constructed with the fol-
lowing transfer function:

ĥθ0(k, θ) = 1− f(k) cos2(θ − θ0). (11.52)

In this equation, cylindrical coordinates (k, θ) are used in the Fourier domain.
The filter in Eq. (11.52) is a polar separable filter with an arbitrary radial function
f(k). This radial component provides an arbitrary isotropic smoothing filtering.

The steerable angular term is given by cos2(θ − θ0). Structures oriented in the
direction θ0 remain in the image, while those perpendicular to θ0 are completely
filtered out. The angular width of the directional smoothing filter is ±45°.
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Figure 11.15: Transfer functions for the three base filters for directional smooth-
ing according to Eq. (11.56).

We separate the cosine function in Eq. (11.52) into trigonometric functions that
depend only on either θ or the steering angle θ0 and obtain

ĥθ0(k, θ) = 1− 1
2
f(k) [1+ cos(2θ0) cos(2θ)+ sin(2θ0) sin(2θ)] (11.53)

with the base filters

ĥ1 = 1− 1
2
f(k), ĥ2 = −1

2
f(k) cos(2θ), ĥ3 = −1

2
f(k) sin(2θ) (11.54)

and the interpolation functions

f1(θ0) = 1, f2(θ0) = cos(2θ0), f3(θ0) = sin(2θ0). (11.55)

Thus three base filters are required. The filter ĥ1 is an isotropic smoothing filter,
the other two are directional filters. Although the equations for this family of
steerable directional smoothing filter are simple, it is not easy to implement
polar separable base filters because they are not Cartesian separable and, thus,
require careful optimization.

Nevertheless, it is even possible to implement this steerable smoothing filter
with 3× 3 base filters (Fig. 11.15). Because of symmetry properties of the trans-
fer functions, we have not much choice to chose the filter coefficients and end
up with the following three base filters:

H1 = 1
32

⎡
⎢⎣ 1 2 1

2 20 2
1 2 1

⎤
⎥⎦ , H2 = 1

32

⎡
⎢⎣ 0 −4 0

4 0 4
0 −4 0

⎤
⎥⎦ , H3 = 1

32

⎡
⎢⎣ −2 0 2

0 0 0
2 0 −2

⎤
⎥⎦
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Figure 11.16: Transfer functions for the steerable smoothing filter according to
Eq. (11.53) using the base filters Eq. (11.56): smoothing in 0°, 22.5°, and 45°to the
x axis.

ĥ1 = 1
2
+ 1

2
cos2(πk̃1/2) cos2(πk̃2/2) ≈ 1− π

2k̃2

8
,

ĥ2 = 1
4

(
cos(πk̃1)− cos(πk̃2)

)
≈ π

2k̃2

8
cos(2θ),

ĥ3 = 1
8

(
cos(π(k̃1 + k̃2))− cos(π(k̃1 − k̃2))

)
≈ π

2k̃2

8
sin(2θ).

(11.56)

From Fig. 11.16 it is obvious that this simple implementation works well up to
moderate wave numbers. At high wave number (k̃ > 0.5), the directional filter
does no longer work very well.

11.7 Averaging in Multichannel Images

At first glance, it appears that there is not much special about averaging of
multichannel images: just apply the smoothing mask to each of the P channels
individually:

G′ =

⎡
⎢⎢⎢⎢⎢⎣
G′1
G′2
...
G′p

⎤
⎥⎥⎥⎥⎥⎦ = H ∗G =

⎡
⎢⎢⎢⎢⎢⎣
H ∗ G1

H ∗ G2

...
H ∗ Gp

⎤
⎥⎥⎥⎥⎥⎦ . (11.57)
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Figure 11.17: Averaging of a cyclic quantity represented as a normal vector
n̄θ = [cosθ, sinθ]T on the unit vector. The average vector (n̄θ1 + n̄θ2)/2 points
in the correct direction (θ1+θ2)/2 but its magnitude decreases with the difference
angle.

This simple concept can also be extended to normalized convolution, discussed
in Section 11.6.2. If the same smoothing kernel is applied to all components, it
is sufficient to use one common weighting image that can be appended as the
(P + 1)th component of the multicomponent image.

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

G′1
G′2
...
G′P
W ′

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

(H ∗ (W ·G1))/(H ∗W)
(H ∗ (W ·G2))/(H ∗W)

...
(H ∗ (W ·GP ))/(H ∗W)

H ∗W

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(11.58)

A special case of multicomponent images is given when they represent features
that can be mapped to angular coordinates. Typically, such features include the
direction of an edge or the phase of a periodic signal. Features of this kind are
cyclic and cannot be represented well as Cartesian coordinates.

Also, they cannot be averaged in this representation. Imagine an angle of +175°
and –179°. The mean angle is 178°, since –179° = 360° – 179° = 181° is close to
175° and not (175° – 179°) / 2 = –2°.

Circular features such as angles are, therefore, better represented as unit vec-
tors in the form n̄θ = [cosθ, sinθ]T .

In this representation, they can be averaged correctly as illustrated in Fig. 11.17.
The average vector points to the correct direction but its magnitude is generally
smaller than 1:

(n̄θ1 + n̄θ2)/2 =
[

cos[(θ1 + θ2)/2]
sin[(θ1 + θ2)/2]

]
cos[(θ2 − θ1)/2]. (11.59)

For an angle difference of 180°, the average vector has zero magnitude. The
decrease of the magnitude of the average vector has an intuitive interpretation.
The larger the scatter of the angle is, the less is the certainty of the average
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value. Indeed, if all directions are equally probable, the sum vector vanishes,
while it grows in length when the scatter is low.

These considerations can be extended to the averaging of circular features. To
this end we set the magnitude of the vector equal to the certainty of the quantity
that is represented by the angle of the vector. In this way, short vectors add
little and long vectors add more to the averaging procedure.

This is a very attractive form of weighted convolution since in contrast to nor-
malized convolution (Section 11.6.2) it requires no time-consuming division. Of
course, it works only with features that can be mapped adequately to an angle.

Finally, we consider a measure to characterize the scatter in the direction of
vectors. Figure 11.17 illustrates that for low scatter the sum vector is only
slightly lower than the sum of the magnitudes of the vector. Thus, we can
define an angular coherence measure as

c = |H ∗G|
|G| , (11.60)

where H is an arbitrary smoothing convolution operator. This measure is one
if all vectors in the neighborhood covered by the convolution operator point
in the same direction and zero if they are equally distributed. This definition
of a coherence measure works not only in two-dimensional but also in higher-
dimensional vector spaces. In one-dimensional vector spaces (scalar images),
the coherency measure is, of course, always one.

11.8 Exercises

Problem 11.1: Box filters and binomial filters

Interactive demonstration of smoothing with box filters and binomial filters
(dip6ex11.01)

Problem 11.2: Multistep smoothing with box filters and binomial filters

Interactive demonstration of multistep smoothing with box filters and binomial
filters (dip6ex11.02)

Problem 11.3: ∗Box filter

Box filter were discussed in detail in Section 11.3. Answer the following ques-
tions:

1. Why are box filters bad smoothing filters? List all reasons!

2. Do the bad features improve if you apply the filters several times? Take the
3× 3 box filter as an example.

3. What is the resulting filter if you apply the box filter many times to an image?

Problem 11.4: ∗∗Filter design

A filter should be designed with a small mask and optimal smoothing properties.
Use a mask with 3 coefficients: [α,β, γ].
The filter should have the following properties:
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a) Preservation of the mean value

b) No shift of gray value structures

c) Structures with the largest possible wave number should vanish

Questions and tasks:

1. Are the filter coefficients α, β and γ determined uniquely?

2. Compute the transfer function of the filter

3. Which constraints are imposed to a filter with five coefficents [α,β, γ, δ, ε]?
4. Compute the transfer function of the filter.

5. Which values can the remaining free parameter take so that the transfer func-
tion remains monotonically decreasing for all wave numbers?

6. Which coefficients have the corresponding filter masks for the limiting val-
ues?

Problem 11.5: ∗∗Fast computation for smoothing filters

Examine the number of computations (additions and multiplications) for several
methods to convolve an image with the following 2-D smoothing mask:

B4 = 1
256

⎡
⎢⎢⎢⎢⎢⎢⎣

1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1

⎤
⎥⎥⎥⎥⎥⎥⎦

and with the equivalent 3-D mask

1
16

[
B4,4B4,6B4,4B4,B4

]
z
.

1. Computation without any optimization directly using the convolution equa-
tion

2. Avoiding any unnecessary multiplications by making use of the fact that many
coefficients have the same value.

3. Decomposition into 1-D masks

4. Decomposition of the 1-D masks into the elementary mask 1/2[1 1]

5. Do you have any other ideas for efficient computation schemes?

Problem 11.6: ∗∗Noise suppression by smoothing

1. Prove that it is not possible to improve the signal-to-noise ratio for a arbitrary
single wave number with a linear smoothing filter H . (Hint: write the image
G as a sum of the signal part S and the noise part N.)

2. Assume white noise (equally distributed over all wave numbers), but a spec-
trum of the signal that is only equally distributed up to half of the maximum
wave number. Is it now possible to improve the signal-to-noise ratio inte-
grated over all wave numbers? What is the shape of the transfer function
that optimizes the signal-to-noise ratio?
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Problem 11.7: ∗∗∗Transfer function of the 1-D box filter

Prove Equation (11.12) for the transfer function of the 1-D box filter. (Hint:
there are at least to ways to do this. One is to write the transfer function that
it can be seen as a geometric sequence a0(1+q+q2 + . . .+qn−1) with the sum
a0(qn − 1)/(q − 1). The other solution is based on the recursive computation
of the box filter given by Eq. (11.15).)

Problem 11.8: ∗Adaptive smoothing

A simple adaptive smoothing filter that reduces smoothing at edges has the
following form:

(1−α)I +αB = I +α(B− I),
where α ∈ [0,1] depends on the steepness of the edge, e. g. α = γ2/(γ2 +∣∣∇g∣∣2)
Answer the following questions assuming that B is a 3× 3 binomial filter:

1. Explicitly compute the nine coefficients of the adaptive 3× 3-Filters as a func-
tion of α.

2. Compare the computational effort of this direct implementation of the adap-
tive filter with the implementation as a steerable filter. Do not take into
account the effort to compute α.

11.9 Further Readings

The articles of Simonds [190] and Wells [218] discuss fast algorithms for large
Gaussian kernels. Readers with an interest in the general principles of efficient
algorithms are referred to the textbooks of Aho et al. [5] or Sedgewick [185].
Blahut [12] deals with fast algorithms for digital signal processing. Classical
filter design techniques, especially for IIR-filter are discussed in the standard
textbooks for signal processing, e. g., Proakis and Manolakis [161] or Oppenheim
and Schafer [150]. Lim [126] specifically deals with the design of 2-D IIR filters.
A detailed description of the deterministic and statistical properties of median
filters can be found in Huang [85] or Arce et al. [7]. They are also discussed in
detail in the monograph on nonlinear digital filters by Pitas and Venetsanopou-
los [157]. The monograph of Granlund and Knutsson [66] on signal processing
for computer vision deals also with weighted averaging (normalized convolu-
tion, Section 11.6.2). Steerable filters (Section 11.6.3) were introduced by the
articles of Freeman and Adelson [57] and Simoncelli et al. [189].



12 Edges

12.1 Introduction

The task of edge detection requires neighborhood operators that are sen-
sitive to changes and suppress areas of constant gray values. In this way,
a feature image is formed in which those parts of the image appear bright
where changes occur while all other parts remain dark.

Mathematically speaking, an ideal edge is a discontinuity of the spa-
tial gray value function g(x) of the image plane. It is obvious that this
is only an abstraction, which often does not match the reality. Thus, the
first task of edge detection is to find out the properties of the edges con-
tained in the image to be analyzed. Only if we can formulate a model of
the edges, can we determine how accurately and under what conditions
it will be possible to detect an edge and to optimize edge detection.

Edge detection is always based on differentiation in one or the other
form. In discrete images, differentiation is replaced by discrete differ-
ences, which only approximate to differentiation. The errors associated
with these approximations require careful consideration. They cause ef-
fects that are not expected in the first place. The two most serious errors
are: anisotropic edge detection, i. e., edges are not detected equally well
in all directions, and erroneous estimation of the direction of the edges.

While the definition of edges is obvious in scalar images, different def-
initions are possible in multicomponent or vectorial images (Section 12.8).
An edge might be a feature that shows up in only one component or in
all. Edge detection also becomes more complex in higher-dimensional
images. In three dimensions, for example, volumetric regions are sepa-
rated by surfaces, and edges become discontinuities in the orientation
of surfaces.

Another important question is the reliability of the edge estimates.
We do not only want to find an edge but also to know how significant it
is. Thus, we need a measure for edge strength. Closely related to this
issue is the question of optimum edge detection. Once edge detectors
deliver not only edges but also an objective confidence measure, differ-
ent edge detectors can be compared to each other and optimization of
edge detection becomes possible.

331
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Figure 12.1: Noisy 1-D edge and its first and second derivative.

12.2 Differential Description of Signal Changes

Averaging filters suppress structures with high wave numbers. Edge de-
tection requires a filter operation that emphasizes the spatial changes
in signal values and suppresses areas with constant values. Figure 12.1
illustrates that derivative operators are suitable for such an operation in
the one-dimensional case. The first derivative shows an extreme at the
edge (maximimal positive or negative steepness), while the second deriv-
ative crosses zero (vanishing curvature) where the edge has its steepest
ascent or descent. Both criteria can be used to detect edges.

In higher dimensions the description of signal change is much more
complex. First, we consider 2-D images. Here we can distinguish edges,
corners, lines, and local extremes as relevant features for image process-
ing. At an edge, we have a large change of the signal value perpendicular
to the direction of the edge. But in the direction of the edge, the change
is low. However, if the curvature perpendicular to the gradient is high,
the edge becomes a corner . A line is characterized by a low zero first-
order derivative and second-order derivative along the line and a — in
contrast to an edge — instead of the slope the curvature is high perpen-
dicular to the direction of the line. Local extremes are characterized by
zero first-order derivatives, but large curvatures in all directions.

In three dimensions, i. e., volumetric images, the situation becomes
even more complex. Now there can be surfaces with a strong first-order
change in the direction perpendicular to the surface and low slopes and
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curvatures in the two directions within the surface. At an edge, there
are low signal changes only in the direction of the edge, and at a corner,
the signal changes in all directions.

Because of this rich set of differential features to describe local changes
in multi-dimensional signals, it is worthwhile to take a closer look at the
basic mathematical properties of derivative operators, before we con-
struct proper neighborhood operators to detect these features.

12.2.1 First-order Derivation and the Gradient

A pth-order partial derivative operator corresponds to multiplication by
(2π ik)p in the wave number space (Section 2.3, �R4):

∂
∂xw

◦ • 2π ikw,
∂2

∂x2
w

◦ • −4π2 k2
w. (12.1)

The first-order partial derivatives into all directions of a W -dimensional
signal form the W -dimensional gradient vector :

∇ =
[
∂
∂x1

,
∂
∂x2

, . . . ,
∂
∂xW

]T
◦ • 2π ik. (12.2)

Under a rotation of the coordinate system, the gradient operator trans-
forms as any other vector by multiplication with an orthogonal rotation
matrix R (Section 7.2.2):

∇′ = R∇. (12.3)

The first-order derivation in a specific direction, the so called directional
derivate [16] is given as the scalar product between the gradient and a
unit vector n̄ = [cosθ, sinθ]T , pointing in this direction:

∂
∂n̄

=∇T n̄ = cosθ
∂
∂x1

+ sinθ
∂
∂x2

. (12.4)

The magnitude of the gradient vector,

|∇| = ‖∇‖2 =
(
∇T∇

)1/2 =
⎛
⎝ W∑
w=1

(
∂
∂xw

)2
⎞
⎠1/2

, (12.5)

is invariant to rotation of the coordinate system. If we rotate the coor-
dinate system so that the gradient vector is parallel to the direction of
the new x′ axis, all other components of the gradient vector vanish and
the directional derivate in this direction reaches a maximal value and is
equal to the magnitude of the gradient vector.
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12.2.2 Second-order Derivation and Curvature

Second-order derivatives detect curvature. All possible combinations
of second-order partial differential operators of a W -dimensional signal
form a symmetric W ×W matrix, known as the Hessian matrix:

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂2

∂x2
1

∂2

∂x1x2
. . .

∂2

∂x1xW
∂2

∂x1x2

∂2

∂x2
2

. . .
∂2

∂x2xW
...

...
. . .

...

∂2

∂x1xW
∂2

∂x2xW
. . .

∂2

∂x2
W

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

◦ • −4π2kkT . (12.6)

Under a rotation of the coordinate system, the Hessian matrix trans-
forms by pre- and post-multiplication with an orthogonal rotation matrix
R

H′ = R∇RT . (12.7)

As we have already discussed at the end of Section 3.3.3 it is always
possible to find a coordinate transform R into the principal coordinate
system so that the Hessian matrix becomes diagonal:

H′ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂2

∂x′1
2 0 . . . 0

0
∂2

∂x′2
2 . . . 0

...
...

. . .
...

0 0 . . .
∂2

∂x′W
2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (12.8)

The gradient has only one nonzero component in the principal coordi-
nate system. This is not the case for curvatures. Generally, all curvatures
are nonzero in the principal coordinate system.

The trace of this matrix, i. e., the sum of the diagonal is called the
Laplacian operator and is denoted by ∆:

∆ = traceH =
W∑
w=1

∂2

∂x2
w

◦ • −4π2
W∑
w=1

k2
w = −4πk2. (12.9)

Because the Laplace operator is the trace of the Hessian matrix, it is
invariant to rotation of the coordinate system.
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12.3 General Properties of Edge Filters

In Sections 12.3.1–12.3.5, we discuss the general properties of filters that
form the basis of edge detection. This discussion is similar to that on
the general properties of averaging filters in Sections 11.2.1–11.2.4.

12.3.1 Zero Shift

With respect to object detection, the most important feature of a deriv-
ative convolution operator is that it must not shift the object position.
For a smoothing filter, this constraint required a real transfer function
and a symmetric convolution mask (Section 11.2.1). For a first-order
derivative filter, a real transfer function makes no sense, as extreme val-
ues should be mapped onto zero crossings and the steepest slopes to
extreme values. This mapping implies a 90° phase shift. Therefore, the
transfer function of a first-order derivative filter must be imaginary. An
imaginary transfer function implies an antisymmetric filter mask. An
antisymmetric convolution mask is defined as

h−n = −hn. (12.10)

For a convolution mask with an odd number of coefficients, this implies
that the central coefficient is zero.

A second-order derivative filter detects curvature. Extremes in func-
tion values should coincide with extremes in curvature. Consequently,
a second-order derivative filter should be symmetric, like a smoothing
filter. All the symmetric filter properties discussed for smoothing filters
also apply to these filters (Section 11.2.1).

12.3.2 Suppression of Mean Value

A derivative filter of any order must not show response to constant val-
ues or an offset in a signal. This condition implies that the sum of the
coefficients must be zero and that the transfer function is zero for a zero
wave number:

1-D: ĥ(0) = 0,
∑
n
hn = 0

2-D: ĥ(0) = 0,
∑
m

∑
n
hmn = 0

3-D: ĥ(0) = 0,
∑
l

∑
m

∑
n
hlmn = 0.

(12.11)

Also, a second-order derivative filter should not respond to a constant
slope. This condition implies no further constraints as it can be derived
from the symmetry of the filter and the zero sum condition Eq. (12.11).
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12.3.3 Symmetry Properties

The symmetry properties deserve further consideration as they form
the basis for computing the convolution more efficiently by reducing
the number of multiplications and simplifying the computations of the
transfer functions. The zero-shift condition (Section 12.3.1) implies that
a first-order derivative filter generally has a 1-D mask of odd symmetry
with 2R + 1 or 2R coefficients:

[hR, . . . , h1,0,−h1, . . . ,−hR] or [hR, . . . , h1,−h1, . . . ,−hR] . (12.12)

Therefore, the computation of the convolution reduces to

g′n =
R∑

n′=1

hn′(gn−n′ − gn+n′) or g′n+1/2 =
R∑

n′=1

hn′
(
gn+1−n′ − gn+n′

)
.

(12.13)
For 2R+1 (2R) filter coefficients only Rmultiplications are required. The
number of additions, however, is still 2R − 1.

The symmetry relations also significantly ease the computation of the
transfer functions because only the sine terms of the complex exponen-
tial from the Fourier transform remain in the equations. The transfer
functions for a 1-D odd mask is

ĝ(k̃) = 2i
R∑
v=1

hv sin(vπk̃) or ĝ(k̃) = 2i
R∑
v=1

hv sin[(v − 1/2)πk̃].

(12.14)
For second-order derivative filters, we can use all the equations de-

rived for the averaging filters in Section 11.2.1, as these feature an even
symmetry in the direction of the deviation.

12.3.4 Nonselective Derivation

Intuitively, we expect that a derivative operator amplifies smaller scales
more strongly than coarser scales, because according to Eq. (12.1) the
transfer function of an ideal pth-order derivative operator into the di-
rection w goes with (2π ikw)p. Consequently, we could argue that the
transfer function of a good discrete derivative operator should approxi-
mate the ideal transfer functions in Eq. (12.1) as close as possible.

However, this condition is too strong a restriction. The reason is the
following. Imagine that we first apply a smoothing operator to an image
before we apply a derivative operator. We would still recognize the joint
operation as a derivation. The mean gray value is suppressed and the
operator is still only sensitive to spatial gray value changes.

Therefore, the ideal transfer function in Eq. (12.1) could be restricted
to small wave numbers by expanding the transfer function into a Taylor
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series at wave number zero. This leads to the following conditions for a
pth-order derivative 1-D operator:

∂p′ĥ(k̃)
∂k̃p′

∣∣∣∣∣
k̃=0

= (ıπ)pp!δp−p′ mit p′ ≤ p + 1. (12.15)

In two dimensions, we need to distinguish between the x and y direc-
tions:

x :
∂r+sĥ(k̃)
∂k̃r1∂k̃

s
2

∣∣∣∣∣
k̃=0

= (ıπ)pp!δp−rδs mit r + s ≤ p + 1,

y :
∂r+sĥ(k̃)
∂k̃r1∂k̃

s
2

∣∣∣∣∣
k̃=0

= (ıπ)pp!δrδp−s mit r + s ≤ p + 1.

(12.16)

These conditions can be transformed into the spatial domain by ap-
plying the momentum theorem of the Fourier transform (�R4). Equa-
tion (12.15) for 1-D derivative operators transforms to

∑
n
np

′
hn = p!δp−p′ (12.17)

and Eq. (12.16) for a 2-D derivative operator to

x :
∑
n

∑
m
nrmshn,m = p!δp−rδs,

y :
∑
n

∑
m
nrmshn,m = p!δrδp−s .

(12.18)

As an example, for a two-dimensional second-order derivate operator in
x direction, these conditions result in

∑
n

∑
m
hn,m = 0,

∑
n

∑
m
nhn,m = 0,

∑
n

∑
m
mhn,m = 0,

∑
n

∑
m
nmhn,m = 0,

∑
n

∑
m
n2hn,m = 2,

∑
n

∑
m
m2hn,m = 0,

∑
n

∑
m
n2mhn,m = 0,

∑
n

∑
m
nm2hn,m = 0.

(12.19)

These conditions include the suppression of the mean value as discussed
in Section 12.3.2 and also force the symmetry conditions that result from
the zero-shift property (Section 12.3.1).

12.3.5 Isotropy

For good edge detection, it is important that the response of the operator
does not depend on the direction of the edge. If this is the case, we speak
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of an isotropic edge detector . The isotropy of an edge detector can best be
analyzed by its transfer function. The most general form for an isotropic
derivative operator of order p is given by

ĥ(k) = (2π ikw)pb̂(|k|) with b̂(0) = 1 and ∇kb̂(|k|) = 0. (12.20)

The constraints for derivative operators are summarized in Appen-
dix A (�R24 and �R25).

12.4 Gradient-Based Edge Detection

12.4.1 Principle

In terms of first-order changes, an edge is defined as an extreme (Fig. 12.1).
Thus edge detection with first-order derivative operators means to search
for the steepest changes, i. e., maxima of the magnitude of the gradient
vector (Eq. (12.2)). Therefore, first-order partial derivatives in all direc-
tions must be computed. In the operator notation, the gradient can be
written as a vector operator. In 2-D and 3-D space this is

D =
[ Dx
Dy

]
or D =

⎡
⎢⎣ Dx
Dy
Dz

⎤
⎥⎦ . (12.21)

Because the gradient is a vector, its magnitude (Eq. (12.5)) is invariant
upon rotation of the coordinate system. This is a necessary condition
for isotropic edge detection. The computation of the magnitude of the
gradient can be expressed in the 2-D space by the operator equation

|D| =
[
Dx ·Dx +Dy ·Dy

]1/2
. (12.22)

The symbol · denotes a pointwise multiplication of the images that re-
sult from the filtering with the operators Dx and Dy , respectively (Sec-
tion 4.1.4). Likewise, the square root is performed pointwise in the space
domain. According to Eq. (12.22), the application of the operator |D| to
the image G means the following chain of operations:

1. filter the image G independently with Dx and Dy ,

2. square the gray values of the two resulting images,

3. add the resulting images, and

4. compute the square root of the sum.

At first glance it appears that the computation of the magnitude of
the gradient is computationally expensive. Therefore it is often approx-
imated by

|D| ≈ |Dx| +
∣∣∣Dy∣∣∣ . (12.23)
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Figure 12.2: Illustration of the magnitude and direction error of the gradient
vector.

However, this approximation is anisotropic even for small wave num-
bers. It detects edges along the diagonals

√
2 times more sensitively than

along the principal axes. The computation of the magnitude of the gra-
dient can, however, be performed as a dyadic point operator efficiently
by a look-up table (Section 10.7.2).

12.4.2 Error in magnitude and direction

The principal problem with all types of edge detectors is that on a dis-
crete grid a derivative operator can only be approximated. In general,
two types of errors result from this approximation (Fig. 12.2). First, edge
detection will become anisotropic, i. e., the computation of the magni-
tude of the gradient operator depends on the direction of the edge. Sec-
ond, the direction of the edge deviates from the correct direction. For
both types of errors it is useful to introduce error measures. All error
measures are computed from the transfer functions of the gradient filter
operator.

The magnitude of the gradient is then given by

∣∣∣d̂(k)∣∣∣ = (
d̂x(k)2 + d̂y(k)2

)1/2
, (12.24)

where d̂(k) is the vectorial transfer function of the gradient operator.
The anisotropy in the magnitude of the gradient can then be expressed
by the deviation of the magnitude from the magnitude of the gradient
in x direction, which is given by

em(k) =
∣∣∣d̂(k)∣∣∣− ∣∣∣d̂x(k)∣∣∣ . (12.25)

This error measure can be used for signals of any dimension.
In a similar way, the error in the direction of the gradient can be

computed. From the components of the gradient, the computed angle
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φ′ of the 2-D gradient vector is

φ′ = arctan
d̂y(k,φ)
d̂x(k,φ)

. (12.26)

The error in the angle is therefore given by

eφ(k,φ) = arctan
d̂y(k,φ)
d̂x(k,φ)

−φ. (12.27)

In higher dimensions, angle derivation can be in different directions.
Even so we can find a direction error by using the scalar product be-
tween a unit vector in the direction of the true gradient vector and the
computed gradient vector d̂(k) (Fig. 12.2):

cos eϕ = k̄Td̂(k)∣∣∣d̂(k)∣∣∣ with k̄ = k
|k| . (12.28)

In contrast to the angle error measure (Eq. (12.27)) for two dimensions,
this error measure has only positive values. It is a scalar and thus cannot
give the direction of the deviation.

A wide variety of solutions for edge detectors exist. We will discuss
some of them carefully in Sections 12.4.3–12.6.

12.4.3 First-Order Discrete Differences

First-order discrete differences are the simplest of all approaches to com-
pute a gradient vector. For the first partial derivative in the x direction,
one of the following approximations for ∂g(x1, x2)/∂x1 may be used:

Backward difference
g(x1, x2)− g(x1 −∆x1, x2)

∆x1

Forward difference
g(x1 +∆x1, x2)− g(x1, x2)

∆x1

Symmetric difference
g(x1 +∆x1, x2)− g(x1 −∆x1, x2)

2∆x1
.

(12.29)

These approximations correspond to the filter masks

Backward −Dx = [1• − 1]

Forward +Dx = [1 − 1•]

Symmetric D2x = 1/2 [1 0 − 1] .

(12.30)

The subscript • denotes the central pixel of the asymmetric masks with
two elements. Only the last mask shows the symmetry properties re-
quired in Section 12.3.3. We may also consider the two-element masks
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D2x

D2y

Figure 12.3: Application of the first-order symmetric derivative filters Dx and
Dy to the test image shown in Fig. 11.4.

corresponding to the backward or forward difference as odd masks pro-
vided that the result is not stored at the position of the right or left pixel
but at a position halfway between the two pixels. This corresponds to a
shift of the grid by half a pixel distance. The transfer function for the
backward difference is then

−d̂x = exp(iπk̃x/2)
[
1− exp(−iπk̃x)

]
= 2i sin(πk̃x/2), (12.31)

where the first term results from the shift by half a grid point.
Using Eq. (12.14), the transfer function of the symmetric difference

operator reduces to

d̂2x = i sin(πk̃x) = i sin(πk̃ cosφ). (12.32)

This operator can also be computed from

D2x = −Dx 1Bx = [1• − 1]∗ 1/2 [1 1•] = 1/2 [1 0 − 1] .

The first-order difference filters in other directions are given by sim-
ilar equations. The transfer function of the symmetric difference filter
in y direction is, e. g., given by

d̂2y = i sin(πk̃y) = i sin(πk̃ sinφ). (12.33)
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a b

c d

e f

Figure 12.4: Detection of edges by derivative filters: a Original image, b Lapla-
cian operator L, c horizontal derivative D2x , d vertical derivative D2y , e mag-
nitude of the gradient (D2x ·D2x +D2y ·D2y)1/2, and f sum of the magnitudes
of c and d after Eq. (12.23).

The application of D2x to the ring test pattern in Fig. 12.3 illustrates
the directional properties and the 90° phase shift of these filters. Fig-
ure 12.4 shows the detection of edges with these filters, the magnitude
of the gradient, and the sum of the magnitudes of D2x and D2y .

Unfortunately, these simple difference filters are only poor approx-
imations for an edge detector. From Eqs. (12.32) and (12.33), we infer
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Figure 12.5: a Anisotropy of the magnitude and b error in the direction of the

gradient based on the symmetrical gradient operator
[
D2x,D2y

]T
. The para-

meters are the magnitude of the wave number (0 to 1) and the angle to the x
axis (0 to π/2).

that the magnitude and direction of the gradient are given by

|d̂| =
(
sin2(πk̃ cosφ)+ sin2(πk̃ sinφ)

)1/2
(12.34)

and

φ′ = arctan
sin2(πk̃ sinφ)
sin(πk̃ cosφ)

, (12.35)

where the wave number is written in polar coordinates (k,φ). The re-
sulting errors are shown in a pseudo 3-D plot in Fig. 12.5 as a function
of the magnitude of the wave number and the angle to the x axis. The
magnitude of the gradient decreases quickly from the correct value. A
Taylor expansion of Eq. (12.34) in k̃ yields for the relative error in the
magnitude

em(k̃,φ) ≈ (πk̃)
3

12
sin2 2φ+O(k̃5). (12.36)

The decrease is also anisotropic; it is slower in the diagonal direction.
The errors in the direction of the gradient are also large (Fig. 12.5b).
While in the direction of the axes and diagonals the error is zero, in the
directions in between it reaches values of about ± 10° at k̃ = 0.5. A
Taylor expansion of Eq. (12.35) in k̃ yields the angle error according to
Eq. (12.27) in the approximation for small k̃:

eφ(k̃,φ) ≈ (πk̃)
2

24
sin 4φ+O(k̃4). (12.37)

As observed in Fig. 12.5b, the angle error is zero for φ = nπ/4 with
n ∈ Z, i. e., for φ = 0°, 45° 90°, …
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12.4.4 Spline-Based Edge Detection

The cubic B-spline transform discussed in Section 10.6.1 for interpola-
tion yields a continuous representation of a discrete image that is also
continuous in its first and second derivative:

g3(x) =
∑
n
cnβ3(x −n), (12.38)

where β3(x) is the cubic B-spline function defined in Eq. (10.51). From
this continuous representation, it is easy to compute the spatial deriva-
tive of g3(x):

∂g3(x)
∂x

=
∑
n
cn
∂β3(x −n)

∂x
. (12.39)

For a discrete derivative filter, we only need the derivatives at the grid
points. From Fig. 10.20a it can be seen that the cubic B-spline function
covers at most 5 grid points. The maximum of the spline function occurs
at the central grid point. Therefore, the derivative at this point is zero.
It is also zero at the two outer grid points. Thus, the derivative is only
unequal to zero at the direct left and right neighbors of the central point.
Therefore, the derivative at the grid point xm reduces to

∂g3(x)
∂x

∣∣∣∣
xm
= (cm+1 − cm−1)/2. (12.40)

Thus the computation of the first-order derivative based on the cubic
B-spline transformation is indeed an efficient solution. We apply first
the cubic B-spline transform in the direction of the derivative to be com-
puted (Section 10.6.1) and then theD2x operator. Therefore, the transfer
function is given by

D̂x = i
sin(πk̃x)

2/3+ 1/3 cos(πk̃x)
= iπk̃x − i

π5k̃5
x

180
+O(k̃7

x). (12.41)

The errors in the magnitude and direction of a gradient vector based
on the B-spline derivative filter are shown in Fig. 12.6. They are consid-
erably less than for the simple difference filters (Fig. 12.5). This can be
seen more quantitatively from Taylor expansions for the relative errors
in the magnitude of the gradient

em(k̃,φ) ≈ −(πk̃)
5

240
sin2 2φ+O(k̃7) (12.42)

and the angle error

eφ(k̃,φ) ≈ (πk̃)
4

720
sin 4φ+O(k̃6). (12.43)

The error terms are now contained only in terms with k̃4 (and higher
powers of k̃). Compare also Eqs. (12.42) and (12.43) with Eqs. (12.36)
and (12.37).
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Figure 12.6: a Anisotropy of the magnitude and b error in the direction of the
gradient based on the cubic B-spline derivative operator according to Eq. (12.41).
Parameters are the magnitude of the wave number (0 to 1) and the angle to the
x axis (0 to π/2).

12.5 Edge Detection by Zero Crossings

12.5.1 Principle

Edges constitute zero crossings in second-order derivatives (Fig. 12.1).
Therefore, the second-order derivatives in all directions can simply be
added up to form a linear isotropic edge detector with the transfer func-
tion−(πk̃)2 (Eq. (12.9)), known as the Laplacian operator . From Fig. 12.1
it is also obvious that not every zero crossing constitutes an edge.

Only peaks before and after a zero that are significantly higher than
the noise level indicate valid edges. From Fig. 12.1 we can also conclude
that edge detection with the Laplace operator is obviously much more
sensitive to noise in the signal than edge detection using a gradient-based
approach.

12.5.2 Laplace Filter

We can directly derive second-order derivative operators by a twofold
application of first-order operators

D2
x = −Dx +Dx. (12.44)

In the spatial domain, this means

[1• − 1]∗ [1 − 1•] = [1 − 2 1] . (12.45)

The discrete Laplace operator L = D2
x +D2

y for 2-D images thus has the
filter mask

L =
[

1 −2 1
]
+

⎡
⎢⎣ 1
−2

1

⎤
⎥⎦ =

⎡
⎢⎣ 0 1 0

1 −4 1
0 1 0

⎤
⎥⎦ (12.46)
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Figure 12.7: Transfer functions of discrete Laplace operators and their
anisotropy: a L Eq. (12.46), b l̂(k, θ)− l̂(k,0), c L′ Eq. (12.50), d l̂′(k, θ)− l̂′(k,0).

and the transfer function

l̂(k̃) = −4 sin2(πk̃x/2)− 4 sin2(πk̃y/2). (12.47)

Like other discrete approximations of operators, the Laplace operator is
only isotropic for small wave numbers (Fig. 12.7a):

l̂(k̃,φ) = −(πk̃)2 + 3
48
(πk̃)4 + 1

48
cos 4φ(πk̃)4 +O(k̃6). (12.48)

There are many other ways to construct a discrete approximation for
the Laplace operator. An interesting possibility is the use of binomial
masks. With Eq. (11.25) we can approximate all binomial masks for suf-
ficiently small wave numbers by

b̂2R(k̃) ≈ 1− R
4
(k̃π)2 +O(k̃4). (12.49)

From this equation we can conclude that any operator Bp −I consti-
tutes a Laplace operator for small wave numbers. For example,

L′ = 4(B2−I) = 1
4

⎡
⎢⎣ 1 2 1

2 4 2
1 2 1

⎤
⎥⎦−

⎡
⎢⎣ 0 0 0

0 4 0
0 0 0

⎤
⎥⎦ = 1

4

⎡
⎢⎣ 1 2 1

2 −12 2
1 2 1

⎤
⎥⎦ (12.50)
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Figure 12.8: a Anisotropy of the magnitude and b error in the direction of
the gradient based on the least squares optimized derivative filter according to
Eq. (12.56) for R = 3 (d1 = −0.597949,d2 = 0.189835, d3 = −0.0357216). Pa-
rameters are the magnitude of the wave number (0 to 1) and the angle to the x
axis (0 to π/2).

with the transfer function

l̂′(k̃) = 4 cos2(πk̃x/2) cos2(πk̃y/2)− 4 (12.51)

is another example of a discrete Laplacian operator. For small wave
numbers it can be approximated by

l̂′(k̃,φ) ≈ −(πk̃)2 + 3
32
(πk̃)4 − 1

96
cos 4φ(πk̃)4 +O(k̃6). (12.52)

For large wave numbers, the transfer functions of both Laplace operators
show considerable deviations from an ideal Laplacian, −(πk̃)2. L′ is
significantly less anisotropic than L (Fig. 12.7).

12.6 Optimized Edge Detection

In this section first-order derivative filters are discussed that have been opti-
mized using the least squares technique already used in Section 10.6.2 to op-
timize interpolation filters. The basic idea is to use a one-dimensional 2R + 1
filter mask with odd symmetry in the corresponding direction w and to vary
the coefficients so that the transfer function approximates the ideal transfer
function of a derivative filter, iπk̃w , with a minimum deviation. Thus the target
function is

t̂(k̃w) = iπk̃w (12.53)

and the transfer function of a one-dimensional 2R + 1 filter with R unknown
coefficients is

Rd̂(k̃w) = −i
R∑
v=1

2dv sin(vπk̃w). (12.54)
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Figure 12.9: a Anisotropy of the magnitude and b error in the direction of
the gradient based on the least squares recursive derivative filter according to
Eq. (12.58) for R = 2 (β = −0.439496, d1 = −0.440850, d2 = −0.0305482. Pa-
rameters are the magnitude of the wave number (0 to 1) and the angle to the x
axis (0 to π/2).

As for the interpolation filters in Section 10.6.2, the coefficients are determined
in such a way that Rd̂(k̃) shows a minimum deviation from t̂(k̃) in the least-
squares sense:

1∫
0

w(k̃w)
∣∣∣Rd̂(k̃w)− t̂(k̃w)∣∣∣2

dk̃w. (12.55)

The wave number-dependent weighting functionw(k̃w) determines the weight-
ing of the individual wave numbers.

One useful additional constraint is to force the transfer function to be equal to
iπk̃ for small wave numbers. This constraint reduces the degree of freedom by
one for a filter with R coefficients, so only R − 1 can be varied. The resulting
equations are

Rd̂ = −i sin(πk̃w)− i
R∑
v=2

2dv
(
sin(vπk̃w)− v sin(πk̃w)

)
(12.56)

and d1 = 1−
R∑
v=2

vdv. (12.57)

As a comparison of Figs. 12.6 and 12.8 shows, this filter exhibits a significantly
lower error than a filter designed with the cubic B-spline interpolation.

Derivative filters can be further improved by compensating the decrease in the
transfer function by a forward and backward running recursive relaxation filter
(Section 4.5.5, Fig. 4.5b). Then the resulting transfer function is

(R,β)d̂ =
−i sin(πk̃)− i

R∑
v=2

2dv
(
sin(vπk̃w)− v sin(πk̃w)

)
1+ β− β cos(πk̃w)

(12.58)

with the additional parameter β. Figure 12.9 shows the errors in the magnitude
and direction of the gradient for R = 2.
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Figure 12.10: a Anisotropy of the magnitude and b error in the direction of
the gradient based on the 2× 2 cross-smoothing edge detector Eq. (12.59). The
parameters are the magnitude of the wave number (0 to 1) and the angle to the
x axis (0 to π/2).

A more detailed discussion on the design of optimal derivative filters including
tables with filter coefficients can be found in Jähne [91].

12.7 Regularized Edge Detection

12.7.1 Principle

The edge detectors discussed so far are still poor performers, especially in noisy
images. Because of their small mask sizes, they are most sensitive to high
wave numbers. At high wave numbers there is often more noise than signal in
images. In other words, we have not yet considered the importance of scales
for image processing as discussed in Section 5.1.1. Thus, the way to optimum
edge detectors lies in the tuning of edge detectors to the scale (wave number
range) with the maximum signal-to-noise ratio. Consequently, we must design
filters that perform a derivation in one direction but also smooth the signal in
all directions.

Smoothing is particularly effective in higher dimensional signals because it does
not blur the edge in all directions perpendicular to the direction of the gradient.
Derivative filters that incorporate smoothing are also known as regularized edge
detectors because they result in robust solutions for the ill-posed problem of
estimating derivatives from discrete signals.

12.7.2 2 × 2 Cross-Smoothing Operator

The smallest cross-smoothing derivative operator has the following 2× 2 masks

DxBy = 1
2

[
1 −1
1 −1

]
and DyBx = 1

2

[
1 1
−1 −1

]
(12.59)
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Figure 12.11: a Anisotropy of the magnitude and b error in the direction of
the gradient based on the Sobel edge detector Eq. (12.63). Parameters are the
magnitude of the wave number (0 to 1) and the angle to the x axis (0 to π/2).

and the transfer functions

d̂xb̂y(k̃) = 2i sin(πk̃x/2) cos(πk̃y/2)

d̂y b̂x(k̃) = 2i sin(πk̃y/2) cos(πk̃x/2).
(12.60)

There is nothing that can be optimized with this small filter mask. The filters
Dx = [1 − 1] and Dy = [1 − 1]T are not suitable to form a gradient operator,
because Dx and Dy shift the convolution result by half a grid constant in the x
and y directions, respectively.

The errors in the magnitude and direction of the gradient for small wave num-
bers are

em(k̃,φ) ≈ − (πk̃)
3

24
sin2 2φ+O(k̃5). (12.61)

eφ(k̃,φ) ≈ − (πk̃)
2

48
sin 4φ+O(k̃4). (12.62)

The errors are significantly lower (a factor two for small wave numbers) as
compared to the gradient computation based on the simple difference oper-
ator D2 = 1/2 [1 0 − 1] (Figs. 12.5 and 12.10), although the anisotropic terms
occur in terms of the same order in Eqs. (12.36) and (12.37).

12.7.3 Sobel Edge Detector

The Sobel operator is the smallest difference filter with odd number of coeffi-
cients that averages the image in the direction perpendicular to the differentia-
tion:

D2xB2
y =

1
8

⎡
⎢⎣ 1 0 –1

2 0 –2
1 0 –1

⎤
⎥⎦ , D2yB2

x =
1
8

⎡
⎢⎣ 1 2 1

0 0 0
–1 –2 –1

⎤
⎥⎦ . (12.63)

The errors in the magnitude and direction of the gradient based on Eq. (12.63)
are shown in Fig. 12.11. The improvement over the simple symmetric derivative
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operator (Fig. 12.5) is similar to the 2× 2 cross-smoothing difference operator
(Fig. 12.10). A Taylor expansion in the wave number yields the same approxi-
mations (compare Eqs. (12.61) and (12.62)):

em(k̃,φ) ≈ − (πk̃)
3

24
sin2 2φ+O(k̃5) (12.64)

for the error of the magnitude and

eφ(k̃,φ) ≈ − (πk̃)
2

48
sin 4φ+O(k̃4) (12.65)

for the direction of the gradient. A comparison with the corresponding equa-
tions for the simple difference filter Eqs. (12.36) and (12.37) shows that both the
anisotropy and the angle error of the Sobel operator are a factor of two smaller.
However, the error still increases with the square of the wave number. The error
in the direction of the Sobel gradient is still up to 5° at a wave number of 0.5.
For many applications, such a large error cannot be tolerated.

12.7.4 Derivatives of Gaussian

A well-known general class of regularized derivative filters is the class of deriv-
atives of a Gaussian smoothing filter. Such a filter was, e. g., used by Canny [22]
for optimal edge detection and is also known as the Canny edge detector . On a
discrete lattice this class of operators is best approximated by a derivative of a
binomial operator (Section 11.4) as

(B,R)Dw = D2wBR (12.66)

with nonsquare (2R + 3)× (2R + 1)W−1 W -dimensional masks and the transfer
function

(B,R)d̂w(k̃) = i sin(πk̃w)
W∏
w=1

cos2R(πk̃w/2). (12.67)

Surprisingly, this filter turns out to be a bad choice, because its anisotropy
is the same as for the simple symmetric difference filter. This can be seen
immediately for the direction of the gradient. The smoothing term is the same
for both directions and thus cancels out in Eq. (12.27). The remaining terms are
the same as for the symmetric difference filter.

In the same way, Sobel-type RW -sized difference operators

RSw = DwBR−1
w

∏
w′≠w

BRw′ (12.68)

with a (2R + 1)W W -dimensional mask and the transfer function

RŜd(k̃) = i tan(πk̃d/2)
W∏
w=1

cos2R(πk̃d/2) (12.69)

show the same anisotropy at the same wave number as the 3× 3 Sobel operator.
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Figure 12.12: a Anisotropy of the magnitude and b error in the direction of the
gradient based on the optimized Sobel edge detector Eq. (12.70). Parameters are
the magnitude of the wave number (0 to 1) and the angle to the x axis (0 to π/2).

12.7.5 Optimized Regularized Edge Detectors

It is easy to derive an optimized regularized derivative operator with a signif-
icantly lower error in the estimate of edges. A comparison of Eqs. (12.35) and
(12.65) shows that the two filters have angle errors in opposite directions. Thus
it appears that the Sobel operator performs too many cross-smoothings, while
the symmetric difference operator performs too few. Consequently, we may
suspect that a combination of both operators may result in a much lower error.
Indeed, it is easy to reduce the cross-smoothing by increasing the central coef-
ficient. Jähne et al. [98] show using a nonlinear optimization techniqe that the
operators

1/4D2x(3B2
y + I) =

1
32

⎡
⎢⎣ 3 0 −3

10 0 −10
3 0 −3

⎤
⎥⎦ ,

1/4D2y(3B2
x + I) =

1
32

⎡
⎢⎣ 3 10 3

0 0 0
−3 −10 −3

⎤
⎥⎦

(12.70)

have a minimum angle error (Fig. 12.12). Similar optimizations are possible for
larger-sized regularized derivative filters.

12.7.6 LoG and DoG Filter

Laplace filters tend to enhance the noise level in images considerably, because
the transfer function is proportional to the wave number squared. Thus, a better
edge detector may be found by first smoothing the image and then applying
the Laplacian filter. This leads to a kind of regularized edge detection and to a
class of filters called Laplace of Gaussian filters (LoG for short) or Marr-Hildreth
operator [135].

In the discrete case, a LoG filter is approximated by first smoothing the image
with a binomial mask and then applying the discrete Laplace filter. Thus we
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have the operator LBp with the transfer function

L̂B̂p(k̃) = −4
[
sin2(πk̃x/2)+ sin2(πk̃y/2)

]
cosp(πk̃x/2) cosp(πk̃y/2).

(12.71)

For small wave numbers, this transfer function can be approximated by

L̂B̂p(k̃,φ) ≈ −(πk̃)2 +
[

1
16
+ 1

8
p + 1

48
cos(4φ)

]
(πk̃)4. (12.72)

In Section 12.5.2 we saw that a Laplace filter can be even better approximated
by operators of the type Bp − I . If additional smoothing is applied, this ap-
proximation for the Laplacian filter leads to the difference of Gaussian type of
Laplace filter, or DoG filters:

4(Bq − I)Bp = 4(Bp+q −Bp). (12.73)

The DoG filter 4(Bp+2 −Bp) has the transfer function

4(B̂p+2 − B̂p)(k) = 4 cosp+2(πk̃x/2) cosp+2(πk̃y/2)

− 4 cosp(πk̃x/2) cosp(πk̃y/2),
(12.74)

which can be approximated for small wave numbers by

4(B̂p+2 − B̂p)(k̃,φ) ≈ −(πk̃)2 +
[

3
32
+ 1

8
p − 1

96
cos(4φ)

]
(πk̃)4. (12.75)

The transfer function of the LoG and DoG filters are compared in Fig. 12.13. It is
obvious that the DoG filter is significantly more isotropic. A filter with even less
deviation in the isotropy can be obtained by comparing Eqs. (12.72) and (12.75).
The anisotropic cos 4φ terms have different signs. Thus they can easily be
compensated by a mix of LoG and DoG operators of the form 2/3DoG+1/3LoG,
which corresponds to the operator (8/3B2 − 8/3I − 1/3L)Bp .

DoG and LoG filter operators have some importance for the human visual sys-
tem [134].

12.8 Edges in Multichannel Images

In multichannel images, it is significantly more difficult to analyze edges than
to perform averaging, which was discussed in Section 11.7. The main difficulty
is that the different channels may contain conflicting information about edges.
In channel A, the gradient can point to a different direction than in channel B.
The simple addition of the gradients in all channels

P∑
p=1

∇gp(x) (12.76)

is of no use here. It may happen that the gradients in two channels point in
opposite directions and, thus, cancel each other. Then, the sum of the gradi-
ent over all channels would be zero, although the individual channels would
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Figure 12.13: Pseudo 3-D plot of the transfer function of a the LoG filter LB2

and b the DoG filter 4(B4 −B2).

have non-zero gradients and we would be unable to distinguish this case from
constant areas in both channels.

Thus, a more suitable measure of the total edge strength is the sum of the
squared magnitudes of gradients in all channels:

P∑
p=1

|∇gp|2 =
P∑
p=1

W∑
w=1

(
∂gp
∂xw

)2

. (12.77)

While this expression gives a useful estimate of the overall edge strength, it
still does not handle the problem of conflicting edge directions. An analysis
of how edges are distributed in a W -dimensional multichannel image with P
channels is possible with the following symmetric W ×W matrix S (where W is
the dimension of the image):

S = JTJ, (12.78)

where J is known as the Jacobian matrix. This P ×W matrix is defined as

J =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂g1

∂x1

∂g1

∂x2
· · · ∂g1

∂xW
∂g2

∂x1

∂g2

∂x2
· · · ∂g2

∂xW
...

. . .
...

∂gP
∂x1

∂gP
∂x2

· · · ∂gP
∂xW

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (12.79)

Thus the elements of the matrix S are

Skl =
P∑
p=1

∂gp
∂xk

∂gp
∂xl

. (12.80)
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As S is a symmetric matrix, we can diagonalize it by a suitable coordinate trans-
form. Then, we can write

S′ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∑
p

(
∂gp
∂x′1

)2

0 · · · 0

0
∑
p

(
∂gp
∂x′2

)2
. . . 0

0
. . .

. . . 0

0 · · · · · ·
∑
p

(
∂gp
∂x′W

)2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (12.81)

In the case of an ideal edge, only one of the diagonal terms of the matrix will be
non-zero. This is the direction perpendicular to the discontinuity. In all other
directions it will be zero. Thus, S is a matrix of rank one in this case.

In contrast, if the edges in the different channels point randomly in all direc-
tions, all diagonal terms will be non-zero and equal. In this way, it is possible
in principle to distinguish random changes by noise from coherent edges. The
trace of the matrix S

trace(S) =
W∑
w=1

Sww =
W∑
w=1

P∑
p=1

(
∂gp
∂xw

)2

(12.82)

gives a measure of the edge strength which we have already defined in Eq. (12.77).
It is independent of the orientation of the edge since the trace of a symmetric
matrix is invariant to a rotation of the coordinate system.

12.9 Exercises

Problem 12.1: Edge and line detection

Interactive demonstration of edge and line detection with several edge detectors
based on first-order and second-order derivative filters
(dip6ex12.01)

Problem 12.2: Edge and line detection on pyramids

Interactive demonstration of edge and line detection with several first-order and
second-order derivative filters at different scales on pyramids
(dip6ex12.02)

Problem 12.3: ∗First-order difference filters

These are often used first-order difference filters in x direction:

a)
1
2

[
1 0 −1

]
, b)

1
6

⎡
⎢⎣ 1 0 −1

1 0 −1
1 0 −1

⎤
⎥⎦ , c)

1
8

⎡
⎢⎣ 1 0 −1

2 0 −2
1 0 −1

⎤
⎥⎦ ,
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1. Compute the transfer functions of the three filters!

2. Compare and describe the properties of the three filters!

3. Which filter is most suitable for edge detection? Argue for your choice!

Problem 12.4: ∗A bad first-order difference filter

Why is the first-order difference filter

[1 − 1] ,
[

1
−1

]

a bad filter to compute the 2-D gradient and for detection of edges?

Problem 12.5: ∗∗Robert’s first-order difference filter

Robert suggested the filter[
1 0
0 −1

] [
0 1
−1 0

]

to compute the 2-D gradient and to detect edges.

1. In which directions do these filters detect edges?

2. Compute the transfer function of these filters

3. Compare the quality of this filter with the filter from Exercise 12.4

Problem 12.6: ∗∗Unknown filters

Here are some unknown filters

a)
1
8

[
1 2 0 −2 −1

]
, b)

1
8

[
1 0 −2 0 1

]
,

c)
1
3

⎡
⎢⎣ 1 1 1

1 −8 1
1 1 1

⎤
⎥⎦ , d)

1
2

⎡
⎢⎣ 0 −1 0
−1 −6 −1

0 −1 0

⎤
⎥⎦

to be analyzed.

1. Compute the transfer function of these filters!

2. Are these difference filters of first or second order?

3. How do they compare to the filters described in this chapter?

Problem 12.7: ∗∗Design of second-order difference filter

Use all necessary properties for a second-order difference filter to show that
there can be only one such filter with three coefficients ([α βγ]).
If a filter has five coefficients, one free parameter remains. What are the coeffi-
cients of this filter and what is its transfer function if you apply the additional
constraint that the filter should eliminate structures with the highest wave num-
bers (ĥ(1) = 0)?
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Problem 12.8: ∗∗∗Isotropy of a 2-D gradient filter

Isotropy of filters plays a large role in image processing. Smoothing filters
should smooth fine structures equally in all directions and derivative filters
should detect edges in all directions equally well.
Examine the isotropy of the simple gradient filter

Dx = 1/2 [1 0 − 1] , Dy = 1/2

⎡
⎢⎣ 1

0
−1

⎤
⎥⎦

by expanding the two transfer functions in a Taylor series up to third order in
th wave number.
Hint: Isotropy means that the magnitude of the gradient is the same in all
directions and that the direction of the gradient is computed correctly. (Sec-
tion 12.4.2). The computation is easier if you express the wave numbers in
polar coordinates: k1 = k cosϕ,k2 = k sinϕ.

12.10 Further Readings

A vast body of literature about edge detection is available. We will give here
only a few selected references. The development of edge detection based on
first-order difference filters can nicely be followed by a few key papers. Canny
[22] formulated an optimal edge detector based on derivatives of the Gaussian,
Deriche [36] introduced a fast recursive implementation of Canny’s edge de-
tector, Lanser and Eckstein [118] improved the isotropy of Deriche’s recursive
filter, and Jähne et al. [98] provide a nonlinear optimization strategy for edge de-
tectors with optimal isotropy. Edge detection based on second-order difference
(zero crossings) was strongly influenced by biological vision. The pioneering
work is described by Marr and Hildreth [135] and Marr [134]. More recent work
towards unified frameworks for neighborhood operators can be found in Koen-
derink and van Doorn [115] and Danielsson et al. [30].
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13 Simple Neighborhoods

13.1 Introduction

In the last two chapters we became acquainted with neighborhood op-
erations for performing averaging and detecting edges. In fact, we only
studied the very simplest structures in a local neighborhood: constant
areas and discontinuities. However, a local neighborhood could also
contain patterns. In this chapter, we discuss the simplest class of such
patterns, which we will call simple neighborhoods. As an introduction,
we examine what types of simple patterns can be used to make an object
distinguishable from a background for the human visual system.

Our visual system can easily recognize objects that do not differ from
a background by their mean gray value but only by the orientation or
scale of a pattern, as demonstrated in Fig. 13.1. To perform this recog-
nition task with a digital image processing system, we need operators
that determine the orientation and the scale of the pattern. After such
an operation, a gray scale image is converted into a feature image. In
the feature image, we can distinguish patterns that differ by orientation
or scale in the same way we can distinguish gray values.

We denote local neighborhoods that can be described by an orienta-
tion as simple neighborhoods. The development of suitable operators
for orientation and scale is an important and necessary requirement for
analysis of more complex structures. It is interesting to observe that the
meaning of one and the same local structure may be quite different, as
illustrated in Fig. 13.2 for 2-D images:

• In the simplest case, the observed scene consists of objects and a
background with uniform radiance (Fig. 13.2a). Then, a gray value
change in a local neighborhood indicates that an edge of an object is
encountered and the analysis of orientation yields the orientation of
the edge.

• In Fig. 13.2b, the objects differ from the background by the orienta-
tion of the texture. Now, the local spatial structure does not indicate
an edge but characterizes the texture of the objects. The analysis of
texture will be discussed in Chapter 15.

• In image sequences, the local structure in the space-time domain is
determined by motion, as illustrated by Fig. 13.2c for a 2-D space-
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a b c

Figure 13.1: An object can be distinguished from the background because it
differs in a gray value, b the orientation of a pattern, or c the scale of a pattern.

x x

y y t

a b c

x

Figure 13.2: Three different interpretations of local structures in 2-D images: a
edge between uniform object and background; b orientation of pattern; c orien-
tation in a 2-D space-time image indicating the velocity of 1-D objects.

time image. Motion is an important feature, just like any other, for
identifying objects and will be treated in detail in Chapter 14.

Although the three examples refer to entirely different image data,
they have in common that the local structure is characterized by an ori-
entation, i. e., the gray values change locally only in one direction. In this
sense, the concept of orientation is an extension of the concept of edges.

13.2 Properties of Simple Neighborhoods

13.2.1 Representation in the Spatial Domain

The mathematical description of a local neighborhood is best done with
continuous functions. This approach has two significant advantages.
First, it is much easier to formulate the concepts and to study their prop-
erties analytically. As long as the corresponding discrete image satisfies
the sampling theorem, all the results derived from continuous functions
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remain valid, as the sampled image is an exact representation of the con-
tinuous gray value function. Second, we can now distinguish between er-
rors inherent to the chosen approach and those that are only introduced
by the discretization.

A local neighborhood with ideal local orientation is characterized by
the fact that the gray value only changes in one direction. In all other di-
rections it is constant. As the gray values are constant along lines, local
orientation is also denoted as linear symmetry [10]. More recently, the
term simple neighborhood has been coined by Granlund and Knutsson
[66]. If we orient the coordinate system along the principal directions,
the gray values become a 1-D function of only one coordinate. Gener-
ally, we will denote the direction of local orientation with a unit vector
n̄ perpendicular to the lines of constant gray values. Then, a simple
neighborhood is mathematically represented by

g(x) = g(xT n̄), (13.1)

where we denote the scalar product simply by xT n̄. We will use this
simplified notation throughout this chapter. Equation (13.1) is also valid
for image data with more than two dimensions. The projection of the
vector x onto the unit vector n̄ makes the gray values depend only on a
scalar quantity, the coordinate in the direction of n̄ (Fig. 13.3). It is easy
to verify that this representation is correct by computing the gradient:

∇g(xT n̄) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

∂g(xT n̄)
∂x1

...

∂g(xT n̄)
∂xW

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎣
n̄1g′(xT n̄)

...

n̄Wg′(xT n̄)

⎤
⎥⎥⎥⎥⎦ = n̄g′(xT n̄). (13.2)

With g′ we denote the derivative of g with respect to the scalar variable
xT n̄. In the hyperplane perpendicular to the gradient, the values remain
locally constant. Equation Eq. (13.2) proves that the gradient lies in the
direction of n̄.

13.2.2 Representation in the Fourier Domain

A simple neighborhood also has a special form in Fourier space. In or-
der to derive it, we first assume that the whole image is described by
Eq. (13.1), i. e., n̄ does not depend on the position. Then — from the very
fact that a simple neighborhood is constant in all directions except n̄
— we infer that the Fourier transform must be confined to a line. The
direction of the line is given by n̄:

g(xT n̄) ◦ • ĝ(k)δ(k− n̄(kT n̄)), (13.3)
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Figure 13.3: Illustration of a linear symmetric or simple neighborhood. The gray
values depend only on a coordinate given by a unit vector n̄.

where k denotes the coordinate in the Fourier domain in the direction
of n̄. The argument in the δ function is only zero when k is parallel
to n̄. In a second step, we now restrict Eq. (13.3) to a local neighbor-
hood by multiplying g(xT n̄) with a window function w(x − x0) in the
spatial domain. Thus, we select a local neighborhood around x0. The
size and shape of the neighborhood is determined by the window func-
tion. A window function that gradually decreases to zero diminishes the
influence of pixels as a function of their distance from the outer pixel.
Multiplication in the space domain corresponds to a convolution in the
Fourier domain (Section 2.3). Thus,

w(x − x0) · g(xT n̄) ◦ • ŵ(k)∗ ĝ(k)δ(k− n̄(kT n̄)), (13.4)

where ŵ(k) is the Fourier transform of the window function.
The limitation to a local neighborhood, thus, blurs the line in Fourier

space to a “sausage-like” shape. Because of the reciprocity of scales be-
tween the two domains, its thickness is inversely proportional to the size
of the window. From this elementary relation, we can already conclude
qualitatively that the accuracy of the orientation estimate is directly re-
lated to the ratio of the window size to the wavelength of the smallest
structures in the window.

13.2.3 Vector Representation of Local Neighborhoods

For an appropriate representation of simple neighborhoods, it is first
important to distinguish orientation from direction. The direction is de-
fined over the full angle range of 2π (360°). Two vectors that point in
opposite directions, i. e., differ by 180°, are different. The gradient vec-
tor, for example, always points into the direction into which the gray
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a

2φ

b c

Figure 13.4: Representation of local orientation as a vector: a the orientation
vector; b averaging of orientation vectors from a region with homogeneous ori-
entation; c same for a region with randomly distributed orientation.

values are increasing. With respect to a bright object on a dark back-
ground, this means that the gradient at the edge is pointing towards the
object. In contrast, to describe the direction of a local neighborhood,
an angle range of 360° makes no sense. We cannot distinguish between
patterns that are rotated by 180°. If a pattern is rotated by 180°, it still
has the same direction. Thus, the direction of a simple neighborhood
is different from the direction of a gradient. While for the edge of an
object, gradients pointing in opposite directions are conflicting and in-
consistent, for the direction of a simple neighborhood this is consistent
information.

In order to distinguish the two types of “directions”, we will speak
of orientation in all cases where an angle range of only 180° is required.
Orientation is still, of course, a cyclic quantity. Increasing the orientation
beyond 180° flips it back to 0°. Therefore, an appropriate representation
of orientation requires an angle doubling.

After this discussion of the principles of representing orientation, we
are ready to think about an appropriate representation of simple neigh-
borhoods. Obviously, a scalar quantity with just the doubled orientation
angle is not appropriate. It seems to be useful to add a certainty mea-
sure that describes how well the neighborhood approximates a simple
neighborhood. The scalar quantity and the certainty measure can be put
together to form a vector. We set the magnitude of the vector to the
certainty measure and the direction of the vector to the doubled orien-
tation angle (Fig. 13.4a). This vector representation of orientation has
two significant advantages.

First, it is more suitable for further processing than a separate repre-
sentation of the orientation by two scalar quantities. Take, for example,
averaging. Vectors are summed up by chaining them together, and the
resulting sum vector is the vector from the starting point of the first
vector to the end point of the last vector (Fig. 13.4b). The weight of an
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individual vector in the vector sum is given by its length. In this way,
the certainty of the orientation measurement is adequately taken into
account. The vectorial representation of local orientation shows suit-
able averaging properties. In a region with homogeneous orientation
the vectors line up to a large vector (Fig. 13.4b), i. e., a certain orientation
estimate. In a region with randomly distributed orientation, however,
the resulting vector remains small, indicating that no significant local
orientation is present (Fig. 13.4c).

Second, it is difficult to display orientation as a gray scale image.
While orientation is a cyclic quantity, the gray scale representation shows
an unnatural jump between the smallest angle and the largest one. This
jump dominates the appearance of the orientation images and, thus,
does not give a good impression of the orientation distribution. The
orientation vector can be well represented, however, as a color image. It
appears natural to map the certainty measure onto the luminance and
the orientation angle as the hue of the color. Our attention is then drawn
to the bright parts in the images where we can distinguish the colors
well. The darker a color is, the more difficult it gets to distinguish the
different colors visually. In this way, our visual impression coincides
with the orientation information in the image.

13.3 First-Order Tensor Representation

13.3.1 The Structure Tensor

The vectorial representation discussed in Section 13.2.3 is incomplete.
Although it is suitable for representing the orientation of simple neigh-
borhoods, it cannot distinguish between neighborhoods with constant
values and isotropic orientation distribution (e. g., uncorrelated noise).
Both cases result in an orientation vector with zero magnitude.

Therefore, it is obvious that an adequate representation of gray value
changes in a local neighborhood must be more complex. Such a repre-
sentation should be able to determine a unique orientation (given by a
unit vector n̄) and to distinguish constant neighborhoods from neigh-
borhoods without local orientation.

A suitable representation can be introduced by the following opti-
mization strategy to determine the orientation of a simple neighborhood.
The optimum orientation is defined as the orientation that shows the
least deviations from the directions of the gradient. A suitable measure
for the deviation must treat gradients pointing in opposite directions
equally. The squared scalar product between the gradient vector and
the unit vector representing the local orientation n̄ meets this criterion:

(∇gT n̄)2 = |∇g|2 cos2 (∠(∇g, n̄)) . (13.5)
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This quantity is proportional to the cosine squared of the angle be-
tween the gradient vector and the orientation vector and is thus maximal
when ∇g and n̄ are parallel or antiparallel, and zero if they are perpen-
dicular to each other. Therefore, the following integral is maximized in
a W -dimensional local neighborhood:∫

w(x − x′)
(
∇g(x′)T n̄

)2
dWx′, (13.6)

where the window function w determines the size and shape of the
neighborhood around a point x in which the orientation is averaged.
The maximization problem must be solved for each point x. Equation
Eq. (13.6) can be rewritten in the following way:

n̄TJn̄→ maximum (13.7)

with

J =
∫
w(x − x′)

(
∇g(x′)∇g(x′)T

)
dWx′,

where ∇g∇gT denotes an outer (Cartesian) product. The components
of this symmetric W ×W tensor, named the structure tensor , are

Jpq(x) =
∞∫
−∞
w(x − x′)

(
∂g(x′)
∂x′p

∂g(x′)
∂x′q

)
dWx′. (13.8)

These equations indicate that a tensor is an adequate first-order rep-
resentation of a local neighborhood. The term first-order has a double
meaning. First, only first-order derivatives are involved. Second, only
simple neighborhoods can be described in the sense that we can analyze
in which direction(s) the gray values change. More complex structures
such as structures with multiple orientations cannot be distinguished.

The complexity of Eqs. (13.7) and (13.8) somewhat obscures their sim-
ple meaning. The tensor is symmetric. By a rotation of the coordinate
system, it can be brought into a diagonal form. Then, Eq. (13.7) reduces
in the 2-D case to

J′ = [
n̄′1, n̄

′
2

][
J′11 0
0 J′22

][
n̄′1
n̄′2

]
→ maximum. (13.9)

A unit vector n̄′ = [cosθ sinθ] in the direction θ gives the values

J′ = J′11 cos2 θ + J′22 sin2 θ.

Without loss of generality, we assume that J′11 ≥ J′22. Then, it is
obvious that the unit vector n̄′ = [1 0]T maximizes Eq. (13.9). The max-
imum value is J′11. In conclusion, this approach not only yields a tensor
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Table 13.1: Eigenvalue classification of the structure tensor in 2-D images.

Condition rank(J) Description

λ1 = λ2 = 0 0 Both eigenvalues are zero. The mean squared
magnitude of the gradient (λ1 + λ2) is zero. The
local neighborhood has constant values.

λ1 > 0, λ2 = 0 1 One eigenvalue is zero. The values do not change
in the direction of the corresponding eigenvec-
tor. The local neighborhood is a simple neigh-
borhood with ideal orientation.

λ1 > 0, λ2 > 0 2 Both eigenvalues are unequal to zero. The gray
values change in all directions. In the special case
of λ1 = λ2, we speak of an isotropic gray value
structure as it changes equally in all directions.

representation for the local neighborhood but also shows the way to de-
termine the orientation. Essentially, we have to solve what is known as
an eigenvalue problem. The eigenvalues λw and eigenvectors ew of a
W ×W matrix are defined by:

Jew = λwew. (13.10)

An eigenvector ew of J is thus a vector that is not turned in direction
by multiplication with the matrix J but is only multiplied by a scalar
factor, the eigenvalue λw . This implies that the structure tensor be-
comes diagonal in a coordinate system that is spanned by the eigen-
vectors Eq. (13.9). For our further discussion it is important to keep
the following basic facts about the eigenvalues of a symmetric matrix in
mind:

1. The eigenvalues are all real and non-negative.

2. The eigenvectors form an orthogonal basis.

According to the maximization problem formulated here, the eigen-
vector to the maximum eigenvalue gives the orientation of the local
neighborhood.

13.3.2 Classification of Eigenvalues

The power of the tensor representation becomes apparent if we classify
the eigenvalues of the structure tensor. The classifying criterion is the
number of eigenvalues that are zero. If an eigenvalue is zero, this means
that the gray values in the direction of the corresponding eigenvector do
not change. The number of zero eigenvalues is also closely related to
the rank of a matrix. The rank of a matrix is defined as the dimension of
the subspace for which Jk ≠ 0. The space for which is Jk = 0 is denoted
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Table 13.2: Eigenvalue classification of the structure tensor in 3-D (volumetric)
images.

Condition rank(J) Description

λ1 = λ2 = λ3 = 0 0 The gray values do not change in any di-
rection; constant neighborhood.

λ1 > 0, λ2 = λ3 = 0 1 The gray values change only in one di-
rection. This direction is given by the
eigenvector to the non-zero eigenvalue.
The neighborhood includes a boundary
between two objects or a layered texture.
In a space-time image, this means a con-
stant motion of a spatially oriented pat-
tern (“planar wave”).

λ1 > 0, λ2 > 0, λ3 = 0 2 The gray values change in two directions
and are constant in a third. The eigenvec-
tor to the zero eigenvalue gives the direc-
tion of the constant gray values.

λ1 > 0, λ2 > 0, λ3 > 0 3 The gray values change in all three direc-
tions.

as the null space. The dimension of the null space is the dimension of
the matrix minus the rank of the matrix and equal to the number of zero
eigenvalues. We will perform an analysis of the eigenvalues for two and
three dimensions. In two and three dimensions, we can distinguish the
cases summarized in Tables 13.1 and 13.2, respectively.

In practice, it will not be checked whether the eigenvalues are zero
but below a critical threshold that is determined by the noise level in the
image.

13.3.3 Orientation Vector

With the simple convolution and point operations discussed in the pre-
vious section, we computed the components of the structure tensor. In
this section, we solve the eigenvalue problem to determine the orien-
tation vector. In two dimensions, we can readily solve the eigenvalue
problem. The orientation angle can be determined by rotating the iner-
tia tensor into the principal axes coordinate system:

[
λ1 0
0 λ2

]
=

[
cosθ − sinθ
sinθ cosθ

][
J11 J12

J12 J22

][
cosθ sinθ
− sinθ cosθ

]
.

Using the trigonometric identities sin 2θ = 2 sinθ cosθ and cos 2θ =
cos2 θ − sin2 θ, the matrix multiplications result in
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⎡
⎢⎣ λ1 0

0 λ2

⎤
⎥⎦ =

⎡
⎢⎣ cosθ − sinθ

sinθ cosθ

⎤
⎥⎦

⎡
⎢⎣ J11 cosθ − J12 sinθ J11 sinθ + J12 cosθ

−J22 sinθ + J12 cosθ J22 cosθ + J12 sinθ

⎤
⎥⎦ =

⎡
⎢⎣ J11 cos2 θ + J22 sin2 θ–J12 sin 2θ 1/2(J11–J22) sin 2θ + J12 cos 2θ

1/2(J11–J22) sin 2θ + J12 cos 2θ J11 sin2 θ + J22 cos2 θ + J12 sin 2θ

⎤
⎥⎦

Now we can compare the matrix coefficients on the left and right
side of the equation. Because the matrices are symmetric, we have three
equations with three unknowns, θ, λ1, and λ2. Although the equation
system is nonlinear, it can readily be solved for θ.

A comparison of the off-diagonal elements on both sides of the equa-
tion

1/2(J11 − J22) sin 2θ + J12 cos 2θ = 0 (13.11)

yields the orientation angle as

tan 2θ = 2J12

J22 − J11
. (13.12)

Without defining any prerequisites, we have obtained the anticipated
angle doubling for orientation. Since tan 2θ is gained from a quotient, we
can regard the dividend as the y and the divisor as the x component of a
vector and can form the orientation vector o, as introduced by Granlund
[65]:

o =
[
J22 − J11

2J12

]
. (13.13)

The argument of this vector gives the orientation angle and the mag-
nitude a certainty measure for local orientation.

The result of Eq. (13.13) is remarkable in that the computation of
the components of the orientation vector from the components of the
orientation tensor requires just one subtraction and one multiplication
by two. As these components of the orientation vector are all we need
for further processing steps we do not need the orientation angle or the
magnitude of the vector. Thus, the solution of the eigenvalue problem
in two dimensions is trivial.

13.3.4 Coherency

The orientation vector reduces local structure to local orientation. From
three independent components of the symmetric tensor still only two are
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used. When we fail to observe an orientated structure in a neighborhood,
we do not know whether no gray value variations or distributed orienta-
tions are encountered. This information is included in the not yet used
component of the tensor, J11+ J22, which gives the mean square magni-
tude of the gradient. Consequently, a well-equipped structure operator
needs to include also the third component. A suitable linear combination
is

s =
⎡
⎢⎣ J11 + J22

J22 − J11

2J12

⎤
⎥⎦ . (13.14)

This structure operator contains the two components of the orientation
vector and, as an additional component, the mean square magnitude
of the gradient, which is a rotation-invariant parameter. Comparing the
latter with the magnitude of the orientation vector, a constant gray value
area and an isotropic gray value structure without preferred orientation
can be distinguished. In the first case, both squared quantities are zero,
in the second only the magnitude of the orientation vector. In the case of
a perfectly oriented pattern, both quantities are equal. Thus their ratio
seems to be a good coherency measure cc for local orientation:

cc =
√
(J22 − J11)2 + 4J2

12

J11 + J22
= λ1 − λ2

λ1 + λ2
. (13.15)

The coherency ranges from 0 to 1. For ideal local orientation (λ2 = 0,
λ1 > 0) it is one, for an isotropic gray value structure (λ1 = λ2 > 0) it is
zero.

13.3.5 Color Coding of the 2-D Structure Tensor

In Section 13.2.3 we discussed a color representation of the orientation
vector. The question is whether it is also possible to represent the struc-
ture tensor adequately as a color image. A symmetric 2-D tensor has
three independent pieces of information Eq. (13.14), which fit well to
the three degrees of freedom available to represent color, for example
luminance, hue, and saturation.

A color represention of the structure tensor requires only two slight
modifications as compared to the color representation for the orienta-
tion vector. First, instead of the length of the orientation vector, the
squared magnitude of the gradient is mapped onto the intensity. Sec-
ond, the coherency measure Eq. (13.15) is used as the saturation. In the
color representation for the orientation vector, the saturation is always
one. The angle of the orientation vector is still represented as the hue.

In practice, a slight modification of this color representation is useful.
The squared magnitude of the gradient shows variations too large to be
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displayed in the narrow dynamic range of a display screen with only 256
luminance levels. Therefore, a suitable normalization is required. The
basic idea of this normalization is to compare the squared magnitude
of the gradient with the noise level. Once the gradient is well above the
noise level it is regarded as a significant piece of information. This train
of thoughts suggests the following normalization for the intensity I:

I = J11 + J22

(J11 + J22)+ γσ 2
n
, (13.16)

where σn is an estimate of the standard deviation of the noise level.
This normalization provides a rapid transition of the luminance from
one, when the magnitude of the gradient is larger than σn, to zero when
the gradient is smaller than σn. The factor γ is used to optimize the
display.

13.3.6 Implementation

The structure tensor (Section 13.3.1) or the inertia tensor (Section 13.5.1)
can be computed straightforwardly as a combination of linear convolu-
tion and nonlinear point operations. The partial derivatives in Eqs. (13.8)
and (13.64) are approximated by discrete derivative operators. The inte-
gration weighted with the window function is replaced by a convolution
with a smoothing filter which has the shape of the window function. If
we denote the discrete partial derivative operator with respect to the co-
ordinate p by the operator Dp and the (isotropic) smoothing operator
by B, the local structure of a gray value image can be computed with the
structure tensor operator

Jpq = B(Dp · Dq). (13.17)

The equation is written in an operator notation. Pixelwise multiplication
is denoted by · to distinguish it from successive application of convolu-
tion operators. Equation Eq. (13.17) says, in words, that the Jpq compo-
nent of the tensor is computed by convolving the image independently
with Dp and Dq, multiplying the two images pixelwise, and smoothing
the resulting image with B.

These operators are valid in images of any dimension W ≥ 2. In a W -
dimensional image, the structure tensor has W(W + 1)/2 independent
components, hence 3 in 2-D, 6 in 3-D, and 10 in 4-D images. These
components are best stored in a multichannel image with W(W + 1)/2
components.

The smoothing operations consume the largest number of opera-
tions. Therefore, a fast implementation must, in the first place, apply a
fast smoothing algorithm. A fast algorithm can be established based on
the general observation that higher-order features always show a lower
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resolution than the features they are computed from. This means that
the structure tensor can be stored on a coarser grid and thus in a smaller
image. A convenient and appropriate subsampling rate is to reduce the
scale by a factor of two by storing only every second pixel in every second
row.

These procedures lead us in a natural way to multigrid data struc-
tures which are discussed in detail in Chapter 5. Multistep averaging is
discussed in detail in Section 11.5.1.

Storing higher-order features on coarser scales has another signifi-
cant advantage. Any subsequent processing is sped up simply by the
fact that many fewer pixels have to be processed. A linear scale reduc-
tion by a factor of two results in a reduction in the number of pixels
and the number of computations by a factor of 4 in two and 8 in three
dimensions.

Figure 13.5 illustrates all steps to compute the structure tensor and
derived quantities using the ring test pattern. This test pattern is par-
ticularly suitable for orientation analysis since it contains all kinds of
orientations and wave numbers in one image.

The accuracy of the orientation angle strongly depends on the imple-
mentation of the derivative filters. The straightforward implementation
of the algorithm using the standard derivative filter mask 1/2 [1 0 − 1]
(Section 12.4.3) or the Sobel operator (Section 12.7.3) results in surpris-
ingly high errors (Fig. 13.6b), with a maximum error in the orientation
angle of more than 7° at a wave number of k̃ = 0.7. The error depends
on both the wave number and the orientation of the local structure. For
orientation angles in the direction of axes and diagonals, the error van-
ishes. The high error and the structure of the error map result from the
transfer function of the derivative filter. The transfer function shows
significant deviation from the transfer function for an ideal derivative
filter for high wave numbers (Section 12.3). According to Eq. (13.12), the
orientation angle depends on the ratio of derivatives. Along the axes, one
of the derivatives is zero and, thus, no error occurs. Along the diagonals,
the derivatives in the x and y directions are the same. Consequently,
the error in both cancels in the ratio of the derivatives as well.

The error in the orientation angle can be significantly suppressed
if better derivative filters are used. Figure 13.6 shows the error in the
orientation estimate using two examples of the optimized Sobel operator
(Section 12.7.5) and the least-squares optimized operator (Section 12.6).

The little extra effort in optimizing the derivative filters thus pays
off in an accurate orientation estimate. A residual angle error of less
than 0.5° is sufficient for almost all applications. The various derivative
filters discussed in Sections 12.4 and 12.7 give the freedom to balance
computational effort with accuracy.

An important property of any image processing algorithm is its ro-
bustness. This term denotes the sensitivity of an algorithm against noise.



372 13 Simple Neighborhoods

a b

c d

e f

g h

i j

Figure 13.5: Steps to compute the structure tensor: a original ring test pattern;
b horizontal derivation Dx ; c vertical derivation Dy ; d–f averaged components
for the structure tensor J11 = B(Dx ·Dx), J22 = B(Dy ·Dy), J12 = B(Dx ·Dy);
g squared magnitude of gradient J11 + J22; h x component of orientation vector
J11 − J22; i y component of orientation vector 2J12; j orientation angle from
[−π/2, π/2] mapped to a gray scale interval from [0, 255].
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a b

c d

Figure 13.6: Systematic errors for the orientation angle estimate using different
derivative operators: a original ring test pattern with a maximum normalized
wave number k̃ = 0.7; error maps for b the Sobel operator (angle range±7◦ in 16
discrete steps), c the optimized Sobel operator, and d the least squares optimized
operator (angle range ±0.7◦ in 16 discrete steps) with r = 3.

Two questions are important. First, how large is the error of the esti-
mated features in noisy images? To answer this question, the laws of
statistics are used to study error propagation. In this context, noise
makes the estimates only uncertain but not erroneous. The mean — if
we make a sufficient number of estimates — is still correct. However, a
second question arises. In noisy images an operator can also give results
that are biased, i. e., the mean can show a significant deviation from the
correct value. In the worst case, an algorithm can even become unstable
and deliver meaningless results.
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Figure 13.7: Orientation analysis with a noisy ring test pattern using the op-
timized Sobel operator: ring pattern with amplitude 50, standard deviation of
normal distributed noise a 15, and b 50; c and d radial cross section of the co-
herency measure for standard deviations of the noise level of 1.5 and 5, 15 and
50, respectively; e and f histograms of angle error for the same conditions.

Figure 13.7 demonstrates that the estimate of orientation is also a re-
markably robust algorithm. Even with a low signal-to-noise ratio, the ori-
entation estimate is still correct if a suitable derivative operator is used.
With increasing noise level, the coherency (Section 13.3.4) decreases and
the statistical error of the orientation angle estimate increases (Fig. 13.7).



13.4 Local Wave Number and Phase 375

13.4 Local Wave Number and Phase

13.4.1 Phase

So far in this chapter we have discussed in detail the analysis of simple neighbor-
hoods with respect to their orientation. In this section we proceed with another
elementary property of simple neighborhoods. In Chapter 5 we stressed the
importance of the scale for image processing. Thus we must not only ask in
which directions the gray values change. We must also ask how fast the gray
values change. This question leads us to the concept of the local wave number .

The key to determining the local wave number is the phase of the signal. As
an introduction we discuss a simple example and consider the one-dimensional
periodic signal

g(x) = g0 cos(kx). (13.18)

The argument of the cosine function is known as the phase of the periodic
signal:

φ(x) = kx. (13.19)

The equation shows that the phase is a linear function of the position and the
wave number. Thus we obtain the wave number of the periodic signal by com-
puting the first-order spatial derivative of the phase signal

∂φ(x)
∂x

= k. (13.20)

These simple considerations re-emphasize the significant role of the phase in
image processing that we discussed already in Section 2.3.5. We will discuss two
related approaches for determining the phase of a signal, the Hilbert transform
(Section 13.4.2) and the quadrature filter (Section 13.4.5) before we introduce
efficient techniques to compute the local wave number from phase gradients.

13.4.2 Hilbert Transform and Hilbert Filter

In order to explain the principle of computing the phase of a signal, we take
again the example of the simple periodic signal from the previous section. We
suppose that an operator is available to delay the signal by a phase of 90°.
This operator would convert the g(x) = g0 cos(kx) signal into a g′(x) =
−g0 sin(kx) signal as illustrated in Fig. 13.8. Using both signals, the phase
of g(x) can be computed by

φ(g(x)) = arctan

(
−g′(x)
g(x)

)
. (13.21)

As only the ratio of g′(x) and g(x) goes into Eq. (13.21), the phase is indeed
independent of amplitude. If we take the signs of the two functions g′(x) and
g(x) into account, the phase can be computed over the full range of 360°.

Thus all we need to determine the phase of a signal is a linear operator that
shifts the phase of a signal by 90°. Such an operator is known as the Hilbert
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Figure 13.8: Application of the Hilbert filter to the ring test pattern: upper left
quadrant: in the horizontal direction; lower right quadrant: in the vertical direc-
tion.

filter H or Hilbert operator H and has the transfer function

ĥ(k) =
⎧⎪⎨
⎪⎩

i k > 0
0 k = 0
−i k < 0

. (13.22)

The magnitude of the transfer function is one as the amplitude remains un-
changed. As the Hilbert filter has a purely imaginary transfer function, it must
be of odd symmetry to generate a real-valued signal. Therefore positive wave
numbers are shifted by 90° (π/2) and negative wave numbers by−90° (−π/2). A
special situation is given for the wave number zero where the transfer function
is also zero. This exception can be illustrated as follows. A signal with wave
number zero is a constant. It can be regarded as a cosine function with infi-
nite wave number sampled at the phase zero. Consequently, the Hilbert filtered
signal is the corresponding sine function at phase zero, that is, zero.
Because of the discontinuity of the transfer function of the Hilbert filter at the
origin, its point spread function is of infinite extent

h(x) = − 1
πx

. (13.23)

The convolution with Eq. (13.23) can be written as

gh(x) = 1
π

∞∫
−∞

g(x′)
x′ − xdx′. (13.24)
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Figure 13.9: a Transfer functions of a family of least-squares optimized Hilbert
operators according to Eq. (13.25) for the four filter coefficients R = 2,3,4,5. b
sector of a to better show the deviations from an ideal Hilbert filter. As the filters
are symmetric around k̃ = 0.5 only a wave number range from 0–0.5 is shown.

This integral transform is known as the Hilbert transform [130].

Because the convolution mask of the Hilbert filter is infinite, it is impossible to
design an exact discrete Hilbert filter for arbitrary signals. This is only possible
if we restrict the class of signals to which it is applied. Thus the following
approach is taken to design an effective implementation of a Hilbert filter.

First, the filter should precisely shift the phase byπ/2. This requirement comes
from the fact that we cannot afford an error in the phase because it includes
the position information. A wave-number dependent phase shift would cause
wave-number dependent errors. This requirement is met by any convolution
kernel of odd symmetry.

Second, requirements for a magnitude of one can be relaxed if the Hilbert filter
is applied to a bandpassed signal, e. g., the Laplace pyramid. Then, the Hilbert
filter must only show a magnitude of one in the passband range of the bandpass
filter used. This approach avoids the discontinuities in the transfer function at
the wave number zero and thus results in finite-sized convolution kernels.

Optimized Hilbert filters are generated with the same least-squares techniques
used above for interpolation filters (Section 10.6.2) and first-order derivative
filters (Section 12.6).

Because of the odd symmetry of the Hilbert filter, the following formulation is
used

ĥ(k̃) = 2i
R∑
v=1

hv sin
(
(2v − 1)πk̃

)
. (13.25)

Note that we have only used sine functions with odd wave numbers. This causes
the transfer function also to become symmetric around k̃ = 1/2 and leads to a
filter mask with alternating zeros

[hR,0, · · · , h2,0, h1,0, –h1,0, –h2, · · · ,0, –hR] . (13.26)

The mask has 4R−1 coefficients, 2R−1 of which are zero. Figure 13.9 shows the
transfer functions optimized with the least squares technique for R = 2,3,4,5.
The filter with R = 4 (a mask with 15 coefficients)

h = {0.6208,0.1683,0.0630,0.0191}, (13.27)
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for instance, has an amplitude error of only slightly larger than 1.0 % in the wave
number range [0.16, 0.84] and by design no phase error. The convolution with
this mask requires 4 multiplications and 7 additions/subtractions.

13.4.3 Analytic Signal

A real-valued signal and its Hilbert transform can be combined into a complex-
valued signal by

ga = g − igh. (13.28)

This complex-valued signal is denoted as the analytic function or analytic signal .
According to Eq. (13.28) the analytic filter has the point spread function

a(x) = 1+ i
πx

(13.29)

and the transfer function

â(k) =
⎧⎪⎨
⎪⎩

2 k > 0
1 k = 0
0 k < 0

. (13.30)

Thus all negative wave numbers are suppressed. Although the transfer function
of the analytic filter is real, it results in a complex signal because it is asymmet-
ric. For a real signal no information is lost by suppressing the negative wave
numbers. They can be reconstructed as the Fourier transform of a real signal
is Hermitian (Section 2.3.4). The analytic signal can be regarded as just another
representation of a real signal with two important properties. The magnitude
of the analytic signal gives the local amplitude

|A|2 = I · I +H ·H . (13.31)

and the argument the local phase

arg(A) = arctan
(−H
I

)
, (13.32)

using A and H for the analytic and Hilbert operators, respectively.
The original signal and its Hilbert transform can be obtained from the analytic
signal using Eq. (13.28) by

g(x) = (ga(x)+ g∗a (x))/2
gh(x) = i(ga(x)− g∗a (x))/2. (13.33)

The concept of the analytic signal also makes it easy to extend the ideas of local
phase into multiple dimensions. The transfer function of the analytic operator
uses only the positive wave numbers, i. e., only half of the Fourier space. If we
extend this partitioning to multiple dimensions, we have more than one choice
to partition the Fourier space into two half spaces. Instead of the wave number,
we can take the scalar product between the wave number vector k and any unit
vector n̄ and suppress the half space for which the scalar product kn̄ is negative:

â(k) =
⎧⎪⎨
⎪⎩

2 kn̄ > 0
1 kn̄ = 0
0 kn̄ < 0

. (13.34)
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The unit vector n̄ gives the direction in which the Hilbert filter is to be applied.
The definition Eq. (13.34) of the transfer function of the analytic signal implies
that the Hilbert operator can only be applied to directionally filtered signals.
This results from the following considerations. For one-dimensional signals
we have seen that a discrete Hilbert filter does not work well for small wave
numbers (Fig. 13.9). In multiple dimensions this means that a Hilbert filter
does not work well if k̃n̄ � 1. Thus no wave numbers near an orthogonal to
the direction of the Hilbert filter may exist, in order to avoid errors.

This fact makes the application of Hilbert filters and thus the determination
of the local phase in higher-dimensional signals significantly more complex. It
is not sufficient to use bandpass filtered images, e. g., a Laplace pyramid (Sec-
tion 5.2.3). In addition, the bandpass filtered images must be further decom-
posed into directional components. At least as many directional components
as the dimensionality of the space are required.

13.4.4 Monogenic Signal

The extension of the Hilbert transform from a 1-D signal to higher-dimensional
signals is not satisfactory because it can only be applied to directionally filtered
signals. For wave numbers close to the separation plane, the Hilbert transform
does not work. What is really required is an isotropic extension of the Hilbert
transform. It is obvious that no scalar-valued transform for a multidimensional
signal can be both isotropic and of odd symmetry.

A vector-valued extension of the analytic signal meets both requirements. It
is known as the monogenic signal and was introduced to image processing by
Felsberg and Sommer [46]. The monogenic signal is constructed from the origi-
nal signal and its Riesz transform. The transfer function of the Riesz transform
is given by

ĥ(k) = i
k
|k| . (13.35)

The magnitude of the vector h is one for all values of k. The Riesz transform
is thus isotropic. It is also of odd symmetry because

ĥ(−k) = −ĥ(k). (13.36)

The Riesz transform can be applied to a signal of any dimension. For a 1-D
signal it reduces to the Hilbert transform.

For a 2-D signal the transfer function of the Riesz transform can be written
using polar coordinates as

ĥ(k) = i [cosθ, sinθ]T . (13.37)

The transfer function is similar to the transfer function for the gradient operator
(Section 12.2.1, Eq. (12.2)). It differs by the fact that the transfer function for
the Riesz transform is divided by the magnitude of the wavenumber.

The convolution mask or PSF of the Riesz transform is given by

h(x) = − x
2π |x|3 . (13.38)
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The original signal and the signal convolved by the Riesz transform can be
combined for a 2-D signal to the 3-D monogenic signal as

gm(x) =
[
p,q1, q2

]T
with p = g,q1 = h1 ∗ g,q2 = h2 ∗ g. (13.39)

The local amplitude of the monogenic signal is given as the norm of the vector
of the monogenic signal as in the case of the analytic signal (Eq. (13.31)):

∣∣gm∣∣2 = p2 + q2
1 + q2

2. (13.40)

The monogenic signal does not only give an estimate for the local phase φ as
the analytic signal does. The monogenic signal gives also an estimate of the
local orientation θ by the following relations:

p = a cosφ, q1 = a sinφ cosθ, q2 = a sinφ sinθ. (13.41)

We can thus conclude that the monogenic signal combines an estimate of local
orientation and local phase. This is of high significance for image processing
because the two most important features of a local neighborhood, the local
orientation and the local wave number can be estimated in a unified way.

13.4.5 Quadrature Filters

Quadrature filters are an alternative approach to getting a pair of signals that
differ only by a phase shift of 90° (π/2). It is easiest to introduce the complex
form of the quadrature filters. Essentially, the transfer function of a quadrature
filter is also zero for kn̄ < 0, like the transfer function of the analytic filter.
However, the magnitude of the transfer function is not one but can be any
arbitrary real-valued function h(k):

q̂(k) =
{

2h(k) kn̄ > 0
0 otherwise. (13.42)

The quadrature filter thus also transforms a real-valued signal into an analyt-
ical signal. In contrast to the analytical operator, a wave number weighting is
applied. From the complex form of the quadrature filter, we can derive the real
quadrature filter pair by observing that they are the part of Eq. (13.42) with even
and odd symmetry. Thus

ĝ+(k) = (q̂(k)+ q̂(−k))/2,
ĝ−(k) = (q̂(k)− q̂(−k))/2. (13.43)

The even and odd part of the quadrature filter pair show a phase shift of 90°
and can thus can also be used to compute the local phase.

Quadrature filters can also be designed on the basis of the monogenic signal
(Section 13.4.4). These quadrature filters have one component more than the
dimension of the signal. The transfer function is

ĥ(k) = [
q̂+(k), ikq̂+(k)/ |k|

]T . (13.44)
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The best-known quadrature filter pair is the Gabor filter . A Gabor filter is a
bandpass filter that selects a certain wavelength range around the center wave-
length k0 using the Gauss function. The complex transfer function of the Gabor
filter is

ĝ(k) =
{

exp
(|k− k0|2σ 2

x/2
)

kk0 > 0
0 otherwise. (13.45)

If |k0|σx > 3, Eq. (13.45) reduces to

ĝ(k) = exp
(
−|k− k0)|2σ 2

x/2
)
. (13.46)

Using the relations in Eq. (13.43), the transfer function for the even and odd
component are given by

ĝ+(k) = 1
2

[
exp

(
−|k− k0|2σ 2

x/2
)
+ exp

(
−|k+ k0|2σ 2

x/2
)]
,

ĝ−(k) = 1
2

[
exp

(
−|k− k0|2σ 2

x/2
)
− exp

(
−|k+ k0|2σ 2

x/2
)]
.

(13.47)

The point spread function of these filters can be computed easily with the shift
theorem (Theorem 2.3, p. 54, �R4):

g+(x) = cos(k0x) exp

(
−|x|

2

2σ 2
x

)
,

g−(x) = i sin(k0x) exp

(
−|x|

2

2σ 2
x

)
,

(13.48)

or combined into a complex filter mask:

g(x) = exp(ik0x) exp

(
−|x|

2

2σ 2
x

)
. (13.49)

Gabor filters are useful for bandpass-filtering images and performing image
analysis in the space/wave number domain. Figure 13.10 illustrates an appli-
cation [Riemer, 1991; Riemer et al., 1991]. An image with short wind-generated
water surface waves is decomposed by a set of Gabor filters. The center wave-
lengthk0 was set in thex direction, parallel to the wind direction. The filters had
the center wavelength in octave distances at 1.2, 2.4, and 4.8 cm wavelengths.
The bandwidth was set proportional to the center wave number.

The left column of images in Fig. 13.10 shows the filtering with the even Ga-
bor filter, the right column the local amplitude, which is directly related to the
energy of the waves. The filtered images show that waves with different wave-
length are partly coupled. In areas where the larger waves have large ampli-
tudes, also the small-scale waves (capillary waves) have large amplitudes. The
energy of waves is not equally distributed over the water surface.

An extension of this analysis to image sequences gives a direct insight into the
nonlinear wave-wave interaction processes. Figure 13.11 shows the temporal
evolution of one row of images from Fig. 13.10. As we will discuss in detail in
Section 14.2.4, the slope of the structures in these space-time images towards
the time axis is directly proportional to the speed of the moving objects.
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a

b c

d e

f g

Figure 13.10: Analysis of an image (a, 40 cm × 30 cm) from wind-generated
water surface waves. The intensity is proportional to the along-wind component
of the slope of the waves. The even part (b, d, f) and squared magnitude (energy,
c, e, g) of the Gabor-filtered images with center wavelength at 48, 24, and 12 mm,
respectively.
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a b c

d e f

Figure 13.11: Analysis of a 5 s long space-time slice in wind direction of an
image sequence from short wind-generated water surface waves. The time axis
is vertically oriented. Even part (a–c) and squared magnitude (energy, d–f) of the
Gabor-filtered images with center wavelength at 48, 24, and 12 mm, respectively.

It can be observed nicely that the small waves are modulated by the large waves
and that the group velocity (speed of the wave energy) of the small waves is
slower than the phase speed for the capillary waves.

13.4.6 Local Wave Number Determination

In order to determine the local wave number, we just need to compute the first
spatial derivative of the phase signal (Section 13.4.1, Eq. (13.20)). This derivative
has to be applied in the same direction as the Hilbert or quadrature filter has
been applied. The phase is given by either

φ(x) = arctan

(
−gh(x)
g(x)

)
(13.50)

or

φ(x) = arctan

(
−q+(x)
q−(x)

)
, (13.51)

where q+ and q− denote the signals filtered with the even and odd part of the
quadrature filter.
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Direct computation of the partial derivatives from Eqs. (13.50) and (13.51) is
not advisable, however, because of the inherent discontinuities in the phase
signal. A phase computed with the inverse tangent restricts the phase to the
main interval [−π,π[ and thus leads inevitably to a wrapping of the phase
signal from π to −π with the corresponding discontinuities.

As pointed out by Fleet [50], this problem can be avoided by computing the
phase gradient directly from the gradients of q+(x) and q−(x). The result is

k =∇φ(x) =∇ arctan(−p(x)/q(x)) = q∇p − p∇q
p2 + q2

(13.52)

This formulation of the phase gradient also eliminates the need for using trigono-
metric functions to compute the phase signal and is, therefore, significantly
faster.

It is significantly more complex to computate the local wave number from the
monogic signal (Section 13.4.4), because we need to use three signals for 2-D
signals. From Eq. (13.41) we obtain two different equations for the phase:

φ1 = arccot

(
p cosθ
q1

)
, φ2 = arccot

(
p sinθ
q2

)
. (13.53)

It is necessary to combine these equations because each of them gives no re-
sult for certain directions. The solution is use the directional derivative (Sec-
tion 12.2.1). When we differentiate the phase in the direction of the wave-
number vector, we directly obtain the magnitude of the wave-number vector:

k = ∂φ
∂k̄

= cosθ
∂φ1

∂x
+ sinθ

∂φ2

∂y
. (13.54)

The terms cosθ and sinθ can also be obtained from Eq. (13.41):

cos2 θ = q2
1

q2
1 + q2

1

and sin2 θ = q2
2

q2
1 + q2

1

. (13.55)

Then the magnitude of the wave-number vector results in

k = p(q1x + q2y)− q1px − q2py
p2 + q2

1 + q2
1

. (13.56)

The components of the vector k = [k cosθ,h sinθ] can be computed by com-
bining Eqs. (13.56) and (13.54).

13.5 Further Tensor Representations

In this section we examine several alternative approaches to describe local struc-
ture with tensors. The method of the inertia tensor in Section 13.5.1 considers
local structure in Fourier space. The main emphasis in this section is, however,
the synthesis of tensor methods with quadrature filters. These are techniques
that combine the analysis of local orientation and local wave number.



13.5 Further Tensor Representations 385

Figure 13.12: Distance of a point in the wave number space from the line in the
direction of the unit vector n̄.

13.5.1 The Inertia Tensor

As a starting point, we consider what an ideally oriented gray value structure
(Eq. (13.1)) looks like in the wave number domain. We can compute the Fourier
transform of Eq. (13.1) more readily if we rotate the x1 axis in the direction of
n̄. Then the gray value function is constant in the x2 direction. Consequently,
the Fourier transform reduces to a δ line in the direction of n̄ (�R5).

It seems promising to determine local orientation in the Fourier domain, as all
we have to compute is the orientation of the line on which the spectral densities
are non-zero. Bigün and Granlund [10] devised the following procedure:

• Use a window function to select a small local neighborhood from an image.

• Fourier transform the windowed image. The smaller the selected window, the
more blurred the spectrum will be (uncertainty relation, Theorem 2.7, p. 57).
This means that even with an ideal local orientation we will obtain a rather
band-shaped distribution of the spectral energy.

• Determine local orientation by fitting a straight line to the spectral density
distribution. This yields the angle of the local orientation from the slope of
the line.

The critical step of this procedure is fitting a straight line to the spectral densi-
ties in the Fourier domain. We cannot solve this problem exactly as it is gener-
ally overdetermined, but only minimize the measure of error. A standard error
measure is the square of the magnitude of the vector (L2 norm; see Eq. (2.75) in
Section 2.4.1). When fitting a straight line, we minimize the sum of the squares
of the distances of the data points to the line:

∞∫
−∞
d2(k, n̄)|ĝ(k)|2dWk→ minimum. (13.57)

The distance function is abbreviated using d(k, n̄). The integral runs over the
whole wave number space; the wave numbers are weighted with the spectral
density |ĝ(k)|2. Equation (13.57) is not restricted to two dimensions, but is gen-
erally valid for local orientation or linear symmetry in a W -dimensional space.

The distance vector d can be inferred from Fig. 13.12 to be

d = k− (kT n̄)n̄. (13.58)
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The square of the distance is then given by

|d|2 = |k− (kT n̄)n̄|2 = |k|2 − (kT n̄)2. (13.59)

In order to express the distance more clearly as a function of the vector n̄, we
rewrite it in the following manner:

|d|2 = n̄T (I(kTk)− (kkT ))n̄, (13.60)

where I is the unit diagonal matrix. Substituting this expression into Eq. (13.57)
we obtain

n̄TJ′n̄→ minimum, (13.61)

where J′ is a symmetric tensor with the diagonal elements

J′pp =
∑
q≠p

∞∫
−∞
k2
q|ĝ(k)|2dWk (13.62)

and the off-diagonal elements

J′pq = −
∞∫
−∞
kpkq|ĝ(k)|2dWk, p ≠ q. (13.63)

The tensor J′ is analogous to a well-known physical quantity, the inertia tensor .
If we replace the wave number coordinates by space coordinates and the spectral
density |ĝ(k)|2 by the specific density ρ, Eqs. (13.57) and (13.61) constitute the
equation to compute the inertia of a rotary body rotating around the n̄ axis.
With this analogy, we can reformulate the problem of determining local ori-
entation. We must find the axis about which the rotary body, formed from
the spectral density in Fourier space, rotates with minimum inertia. This body
might have different shapes. We can relate its shape to the different solutions
we get for the eigenvalues of the inertia tensor and thus for the solution of the
local orientation problem (Table 13.3).
We derived the inertia tensor approach in the Fourier domain. Now we will show
how to compute the coefficients of the inertia tensor in the space domain.
The integrals in Eqs. (13.62) and (13.63) contain terms of the form

k2
q|ĝ(k)|2 = |ikqĝ(k)|2

and
kpkq|ĝ(k)|2 = ikpĝ(k)[ikqĝ(k)]∗.

Integrals over these terms are inner or scalar products of the functions ikpĝ(k).
Because the inner product is preserved under the Fourier transform (�R4), we
can compute the corresponding integrals in the spatial domain as well. Multipli-
cation of ĝ(k) with ikp in the wave number domain corresponds to performing
the first spatial derivative in the direction of xp in the space domain:

J′pp(x) =
∑
q≠p

∞∫
−∞
w(x − x′)

(
∂g
∂xq

)2

dWx′

J′pq(x) = −
∞∫
−∞
w(x − x′) ∂g

∂xp
∂g
∂xq

dWx′.

(13.64)
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Table 13.3: Eigenvalue classification of the structure tensor in 3-D (volumetric)
images.

Condition Explanation

Ideal local orientation The rotary body is a line. For a rotation around
this line, the inertia vanishes. Consequently,
the eigenvector to the eigenvalue zero coin-
cides with the direction of the line. The other
eigenvector is orthogonal to the line, and the
corresponding eigenvalue is unequal to zero
and gives the rotation axis for maximum iner-
tia.

Isotropic gray value
structure

In this case, the rotary body is a kind of flat
isotropic disk. A preferred direction does not
exist. Both eigenvalues are equal and the in-
ertia is the same for rotations around all axes.
We cannot find a minimum.

Constant gray values The rotary body degenerates to a point at the
origin of the wave number space. The inertia
is zero for rotation around any axis. Therefore
both eigenvalues vanish.

In Eq. (13.64), we already included the weighting with the window function w
to select a local neighborhood.

The structure tensor discussed in Section 13.3.1 Eq. (13.8) and the inertia tensor
are closely related:

J′ = trace(J)I − J. (13.65)

From this relationship it is evident that both matrices have the same set of
eigenvectors. The eigenvalues λp are related by

λp =
n∑
q=1

λq − λ′p, λ′p =
n∑
q=1

λq − λp. (13.66)

Consequently, we can perform the eigenvalue analysis with any of the two ma-
trices. For the inertia tensor, the direction of local orientation is given by the
minimum eigenvalue, but for the structure tensor it is given by the maximum
eigenvalue.

13.5.2 Further Equivalent Approaches

In their paper on analyzing oriented patterns, Kass and Witkin [103] chose — at
first glance — a completely different method. Yet it turns out to be equivalent to
the tensor method, as will be shown in the following. They started with the idea
of using directional derivative filters by differentiating a difference of Gaussian
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filter (DoG, Section 12.7.6) (written in operator notation)

R(Θ) = [cosΘ sinΘ]
[ Dx(B1 −B2)
Dy(B1 −B2)

]
= [cosΘ sinΘ]

[ Rx
Ry

]
,

where B1 and B2 denote two Gaussian smoothing masks with different vari-
ances. The direction in which this directional derivative is maximal in a mean
square sense gives the orientation normal to lines of constant gray values. This
approach results in the following expression for the variance of the directional
derivative:

V (Θ) = B(R(Θ) · R(Θ)). (13.67)

The directional derivative is squared and then smoothed by a binomial filter.
This equation can also be interpreted as the inertia of an object as a function
of the angle. The corresponding inertia tensor has the form[ B(Ry · Ry) −B(Rx · Ry)

−B(Rx · Ry) B(Rx · Rx)
]
. (13.68)

Thus Kass and Witkin’s approach is identical to the general inertia tensor method
discussed in Section 13.5.1. They just used a special type of derivative filter.

Without being aware of either Bigün and Granlund [10] earlier or Knutsson [113]
contemporary work, Rao and Schunck [164] and Rao [163] proposed the same
structure tensor (denoting it as the moment tensor) as that we discussed in
Section 13.3.1.

13.5.3 Polar Separable Quadrature Filters

Quadrature filters provide another way to analyze simple neighborhoods and
to determine both the local orientation and the local wave number . Historically,
this was the first technique for local structure analysis, pioneered by the work
of Granlund [65]. The inertia and structure tensor techniques actually appeared
later in the literature [10, 103, 163, 164].

The basic idea of the quadrature filter set technique is to extract structures in
a certain wave number and direction range. In order to determine local orien-
tation, we must apply a whole set of directional filters, with each filter being
sensitive to structures of different orientation. We then compare the filter re-
sponses and obtain a maximum filter response from the directional filter whose
direction coincides best with that of local orientation. Similarly, the quadrature
filter set for different wave number ranges can be set up to determine the local
wave number.

If we get a clear maximum in one of the filters but only little response in the
others, the local neighborhood contains a locally oriented pattern. If the differ-
ent filters give comparable responses, the neighborhood contains a distribution
of oriented patterns.

So far, the concept seems to be straightforward, but a number of tricky problems
needs to be solved. Which properties have to be met by the directional filters
in order to ensure an exact determination of local orientation, if at all possible?
For computational efficiency, we need to use a minimal number of filters to
interpolate the angle of the local orientation. What is this minimal number?
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The concepts introduced in this section are based on the work of Granlund [65],
Knutsson [112], and Knutsson et al. [114], later summarized in a monograph by
Granlund and Knutsson [66]. While the quadrature filter set techniques have
been formulated by these authors for multiple dimensions, we will discuss here
only the two-dimensional case.

We first discuss the design of quadrature filters that are suitable for the de-
tection of both local orientation and local wave number. This leads to polar
separable quadrature filters (Section 13.5.3). In a second step, we show how
the orientation vector defined in Section 13.3.3 can be constructed by simple
vector addition of the quadrature filter responses (Section 13.5.4). Likewise,
in Section 13.5.5 we study the computation of the local wave number. Finally,
Section 13.5.6 closes the circle by showing that the structure tensor can also be
computed by a set of quadrature filters. Thus the tensor methods discussed in
the first part of this chapter (Section 13.3) and the quadrature filter set tech-
nique differ only in some subtle points but otherwise give identical results.

For an appropriate set of directional filters, each filter should be a rotated copy
of the others. This requirement implies that the transfer function of the filters
can be separated into an angular part d(φ) and a wave number part r(k). Such
a filter is called polar separable and may be conveniently expressed in polar
coordinates

q̂(k,φ) = r̂ (k)d̂(φ), (13.69)

where k =
√
k2

1 + k2
2 and φ = arctan(k2/k1) are the magnitude and argument of

the wave number, respectively. For a set of directional filters, only the angular
part of the transfer function is of importance, while the radial part must be the
same for each filter but can be of arbitrary shape. The converse is true for a
filter set to determine the local wave number.

Knutsson [112] suggested the following base quadrature filter

r̂ (k) = exp

[
− (lnk− lnk0)2

(B/2)2 ln 2

]

d̂(φ) =
{

cos2l(φ−φk) |φ−φk| < π/2
0 otherwise.

(13.70)

In this equation, the complex notation for quadrature filters (Section 13.4.5) is
used. The filter is directed into the angle φk. The unit vector in this direction
is d̄k = [cosφk, sinφk].
The filter is continuous, since the cosine function is zero in the partition plane
for the two half spaces (|φ −φk| = π/2 or d̄kk = 0). Using the unit vector d̄k
in the direction of the filter, the angular part of the filter can also be written as:

d̂(k) =
{
(kd̄k)2l (kd̄k) > 0

0 otherwise.
(13.71)

The constant k0 in Eq. (13.70) denotes the peak wave number. The constant B
determines the half-width of the wave number in number of octaves and l the
angular resolution of the filter. In a logarithmic wave number scale, the filter
has the shape of a Gaussian function. Therefore the radial part has a lognormal
shape.
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Figure 13.13: a Radial and b angular part of quadrature filter according to
Eq. (13.70) with l = 1 and B = 2 in different directions and with different peak
wave numbers.

For the real even and the imaginary odd filter of the quadrature filter pair, the
radial part is the same and only the angular part differs:

d̂+(φ) = cos2l(φ−φk)
d̂−(φ) = i cos2l(φ−φk) sign(cos(φ−φk)).

(13.72)

Figure 13.13 shows the radial and angular part of the transfer function for dif-
ferent k0 and φk. A set of directional filters is obtained by a suitable choice of
different φk:

φk = πkK k = 0,1, · · · , K − 1. (13.73)

Knutsson used four filters with 45° increments in the directions 22.5°, 67.5°,
112.5°, and 157.5°. These directions have the advantage that only one filter
kernel has to be designed. The kernels for the filter in the other directions are
obtained by mirroring the kernels at the axes and diagonals.

These filters were designed in the wave number space. The filter coefficients
are obtained by inverse Fourier transformation. If we choose a reasonably small
filter mask, we will cut off a number of non-zero filter coefficients. This causes
deviations from the ideal transfer function.

Therefore, Knutsson modified the filter kernel coefficient using an optimization
procedure in such a way that it approaches the ideal transfer function as closely
as possible. It turned out that at least a 15× 15 filter mask is necessary to get
a good approximation of the anticipated transfer function.

13.5.4 Determination of the Orientation Vector

The local orientation can be computed from the responses of the four quadra-
ture filters by vector addition. The idea of the approach is simple. We assign
to the individual directional filters an orientation vector. The magnitude of the
vector corresponds to the response of the quadrature filter. The direction of
the vector is given by the double angle of the filter direction (Section 13.3.3). In
this representation each filter response shows how well the orientation of the
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a

b

Figure 13.14: Computation of local orientation by vector addition of the four
filter responses. An example is shown where the neighborhood is isotropic con-
cerning orientation: all four filter responses are equal. The angles of the vectors
are equal to the filter directions in a and double the filter directions in b .

pattern is directed in the direction of the filter. An estimate of the orientation
vector is then given as the vector sum of the filter responses.

Using a represention with complex numbers for the orientation vector, we can
write the filter response for the filter in φk direction as

Qφk = |Q| exp(2iφk). (13.74)

Then the orientation vector as the vector sum of the filter responses can be
written as

O =
K−1∑
k=0

Qφk. (13.75)

Figure 13.14 illustrates why an angle doubling is necessary for the vector addi-
tion to obtain the orientation vector. An example is taken where the responses
from all four filters are equal. In this case the neighborhood contains structures
in all directions. Consequently, we observe no local orientation and the vector
sum of all filter responses vanishes. This happens if we double the orientation
angle (Fig. 13.14b), but not if we omit this step (Fig. 13.14a).

After these more qualitative considerations, we will prove that we can compute
the local orientation exactly when the local neighborhood is ideally oriented
in an arbitrary direction φ0. As a result, we will also learn the least number
of filters we need. We can simplify the computations by only considering the
angular terms, as the filter responses show the same wave number dependence.
The quick reader can skip this proof.

Using Eq. (13.74), Eq. (13.70), and Eq. (13.73) we can write the angular part of
the filter response of the kth filter as

d̂k(φ0) = exp (2π ik/K) cos2l(φ0 −πk/K).
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The cosine function is decomposed into the sum of two complex exponentials:

d̂k(φ0) = 1
22l exp (2π ik/K) [exp (i(φ0 −πk/K))+ exp (−i(φ0 −πk/K))]2l

= 1
22l exp (2π ik/K)

2l∑
j=0

(
2l
j

)
exp

(
ij(φ0 −πk/K)

)
exp

(−i(2l− j)(φ0 −πk/K)
)

= 1
22l

2l∑
j=0

(
2l
j

)
exp

(
i(j − l)2φ0

)
exp

(
2π i(1+ l− j)(k/K)) .

Now we sum up the vectors of all the K directional filters:

K−1∑
k=0

d̂k = 1
22l

2l∑
j=0

(
2l
j

)
exp

(
i(j − l)2φ0

) K−1∑
k=0

exp
(
2π i(1+ l− j)(k/K)) .

The complex double sum can be solved if we carefully analyze the inner sum
over k. If j = l+1 the exponent is zero. Consequently, the sum is K. Otherwise,
the sum represents a geometric series with the factor exp

(
2π i(1+ l− j)(k/K))

and the sum

K−1∑
k=0

exp
(
2π i(1+ l− j)(k/K)) = 1− exp

(
2π i(1+ l− j))

1− exp
(
2π i(1+ l− j)/K) . (13.76)

We can use Eq. (13.76) only if the denominator ≠ 0 ∀j = 0,1, · · · ,2l; conse-
quently K > 1 + l. With this condition the sum vanishes. This result has a
simple geometric interpretation. The sum consists of vectors which are equally
distributed on the unit circle. The angle between two consecutive vectors is
2πk/K.

In conclusion, the inner sum in Eq. (13.76) reduces to K for j = l+ 1, otherwise
it is zero. Therefore the sum over j contains only the term with j = l+ 1. The
final result

K−1∑
k=0

d̂k = K
22l

(
2l
l+ 1

)
exp (i2φ0) (13.77)

shows a vector with the angle of the local orientation doubled. This concludes
the proof. �

The proof of the exactness of the vector addition techniques gives also the
minimal number of directional filters required. From l > 0 and K > l + 1
we conclude that at least K = 3 directional filters are necessary. We can also
illustrate this condition intuitively. If we have only two filters (K = 2), the
vector responses of these two filters lie on a line (Fig. 13.15a). Thus orientation
determination is not possible. Only with three or four filters can the sum vector
point in all directions (Fig. 13.15b, c).

With a similar derivation, we can prove another important property of the di-
rectional quadrature filters. The sum over the transfer functions of the K filters
results in an isotropic function for K > l:

K−1∑
k=0

cos2l(φ−πk/K) = K
22l

(
2l
l

)
K
22l
(2l)!
l!2

. (13.78)
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a

b

c

Figure 13.15: Vector addition of the filter responses from K directional filters to
determine local orientation; a K = 2; b K = 3; c K = 4; sum vector shown thicker.

In other words, a preferred direction does not exist. The sum of all filter re-
sponses gives an orientation invariant response. This is also the deeper reason
why we can determine local orientation exactly with a very limited number of
filters and a simple linear procedure such as vector addition.

13.5.5 Determination of the Local Wave Number

The lognormal form of the radial part of the quadrature filter sets is the key for
a direct estimate of the local wave number of a narrowband signal. According to
Eq. (13.70), we can write the radial part of the transfer function of the quadrature
filter sets as

r̂l(k) = exp

[
− (lnk− lnkl)2

2σ 2 ln 2

]
. (13.79)

We examine the ratio of the output of two different radial center frequencies k1

and k2 and obtain:

r̂2

r̂1
= exp

[
− (lnk− lnk2)2 − (lnk− lnk1)2

2σ 2 ln 2

]

= exp

[
2(lnk2 − lnk1) lnk+ ln2 k2 − ln2 k1

2σ 2 ln 2

]

= exp
[
(lnk2 − lnk1)[lnk− 1/2(lnk2 + lnk1)]

σ 2 ln 2

]

= exp

[
ln(k/

√
k2k1) ln(k2/k1)
σ 2 ln 2

]

=
(

k√
k1k2

)ln(k2/k1)/(σ2 ln 2)

Generally, the ratio of two different radial filters is directly related to the local
wave number. The relation becomes particularly simple if the exponent in the
last expression is one. This is the case, for example, if the wave number ratio
of the two filters is two (k2/k1 = 2 and σ = 1). Then

r̂2

r̂1
= k√

k1k2
. (13.80)
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13.5.6 Determination of the Structure Tensor

In this final section we relate the quadrature filter set technique as discussed in
Section 13.5 to the tensor technique (Section 13.3). It is shown that the structure
tensor can be computed from the responses of these filters. Granlund and
Knutsson [66] present the general equation to compute the structure tensor
from the quadrature filter responses:

J(x) =
K−1∑
k=0

Qkg(x)
(
αd̄k ⊗ d̄k − βI

)
, (13.81)

where Qkg(x) is the (amplitude) output of the kth quadrature filter and I the
identity matrix. In the two-dimensional case, α = 4/3 and β = 1/3.

We demonstrate this relationship with the quadrature filter set with (the mini-
mum number of) three filters. The three filters point at 0°, 60°, and 120°. Thus
the unit direction vectors are:

d̄0 = [1,0]T

d̄1 = [
1/2,

√
3/2

]T
d̄2 = [−1/2,

√
3/2

]T . (13.82)

With these values for d̄k, Eq. (13.81) can be written as

J(x) = Q0g(x)
[

1 0
0 –1/3

]

+ Q1g(x)
[

0 1/
√

3
1/
√

3 2/3

]

+ Q2g(x)
[

0 –1/
√

3
–1/

√
3 2/3

]
.

(13.83)

The matrices give the contribution of the individual quadrature filters to the
corresponding elements of the structure tensor. For an isotropically oriented
pattern, the output from all quadrature filters is the same. If we set the output
to q(x), Eq. (13.83) results in the correct structure tensor for an isotropically
oriented pattern:

J(x) =
[
q(x) 0

0 q(x)

]
. (13.84)

Conversely, for an oriented pattern, the response is q(x) cos2(φ0−φk) and we
obtain

J(x) = q(x)
[

cos2(φ0) sin(2φ0)/2
sin(2φ0)/2 sin2(φ0)

]
. (13.85)

This is the correct form of the structure tensor for an ideally oriented structure
in the direction φ0. (This can be shown for instance by checking that the deter-
minant of the matrix is zero and by computing the orientation angle according
to Eq. (13.12).)

There is one subtle but important difference between the quadrature filter tech-
nique and the structure tensor technique. The quadrature filter technique does
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not require any averaging to compute the elements of the structure tensor.
However, the averaging is an essential element of the direct method. Without
averaging, the coherency measure (see Eq. (13.15) in Section 13.3.4) would al-
ways be one.

13.6 Exercises

Problem 13.1: Analysis of local orientation

Interactive demonstration of the analysis of local orientation using various first-
order derivative filters (dip6ex13.01)

Problem 13.2: Local orientation and noise

Interactive demonstration of the influence of noise on local orientation (dip6ex13.02)

Problem 13.3: ∗Orientation and direction

Explain the difference between orientation and direction and give at least one
example for a vectorial image processing operator that constitute either a di-
rectional vector or an orientation vector.

Problem 13.4: ∗∗Averaging of the structure tensor

1. Why is it required to average the components of the structure tensor over a
certain neighborhood (Eqs. (13.8) and (13.17))? Or asked the other way round:
which information would the structure tensor deliver without averaging?

2. Do you know any tensorial image processing operators that require no aver-
aging?

Problem 13.5: ∗∗Analysis of local orientation with superimposing patterns

In Section 13.3 we discussed in detail that with an ideally oriented structure the
structure tensor is only of rank one. It is easy to compute the orientation vector
(amplitude and angle of the structure), and the coherency is one. How does the
structure tensor look like, if two ideally oriented structures with different direc-
tions superimpose? Without limitation of generality you can assume that the
two structures are oriented with an angle ±θ/2 to the x axis. Let the amplitude
be different. You can assume a sinusoidal signal.

1. Which orientation angle is computed by the structure tensor?

2. Which value has the coherency?

3. Analyze the results!

Problem 13.6: Hilbert filter

Interactive demonstration of various Hilbert filters (dip6ex13.03)
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Problem 13.7: ∗∗Convolution mask for Hilbert filters

1. Which general conditions are required for a convolution mask that should be
a Hilbert filter over a certain range of wave numbers?

2. Can an ideal Hilbert filter, i. e., a filter that has the ideal transfer function of
a Hilbert filter for all wave numbers, be realized by a convolution mask with
a a finite number of coefficients?

3. Is it possible to realize an ideal Hilbert filter with a recursive filter?

Problem 13.8: Local phase and wave number

Interactive demonstration of the determination of local phase and wave number
using the Hilbert transform and quadrature filters (dip6ex13.04)

Problem 13.9: ∗∗Local amplitude, phase, and wave number

Local phase, amplitude, and wave numbers are features that are suitable to
describe local properties of signals. Compute these three features for the fol-
lowing simple 1-D signals using the Hilbert transform

1. sine wave: a0 sinkx,

2. sine wave with harmonics: a0 sinkx + a1 sin 2kx with a1 � a0, and

3. Superposition of two sine waves with equal amplitude and nearly equal wave
numbers:
a sin[(k+∆k/)2x]+ a sin[(k−∆k/)2x] with ∆k� k

Analyze the computed results!

Problem 13.10: Local phase and wave number with the Riesz transform

Interactive demonstration of the determination of local phase and wave number
using the Riesz transform (dip6ex13.05)

Problem 13.11: ∗∗Simple 1-D quadrature filter

Is the simple filter pair

[−1 0 2 0 − 1] /4 and [1 0 − 1] /2

a useful quadrature filter pair?

1. Compute the transfer function of both filters.

2. Compute the phase difference between the two filters.

3. Compare the amplitudes of both transfer functions.

13.7 Further Readings

The quadrature filter approach (Section 13.5) is detailed in the monograph of
Granlund and Knutsson [66], the inertia tensor method (Section 13.5.1) in a
paper by Bigün and Granlund [10]. Poularikas [158] expounds the mathemat-
ics of the Hilbert transform. The extension of the analytical signal to higher-
dimensional signals (Section 13.4.4) was published only recently by Felsberg
and Sommer [46]. More mathematical background to the monogenic signal and
geometric algebra for computer vision can be found in Sommer [195].



14 Motion

14.1 Introduction

Motion analysis long used to be a specialized research area that had not
much to do with general image processing. This separation had two rea-
sons. First, the techniques used to analyze motion in image sequences
were quite different. Second, the large amount of storage space and
computing power required to process image sequences made image se-
quence analysis available only to a few specialized institutions that could
afford to buy the expensive specialized equipment. Both reasons are no
longer true. Because of the general progress in image processing, the
more advanced methods used in motion analysis no longer differ from
those used for other image processing tasks. The rapid progress in com-
puter hardware and algorithms makes the analysis of image sequences
now feasible even on standard personal computers and workstations.

Therefore we treat motion in this chapter as just another feature that
can be used to identify, characterize, and distinguish objects and to un-
derstand scenes. Motion is indeed a powerful feature. We may com-
pare the integration of motion analysis into mainstream image process-
ing with the transition from still photography to motion pictures. Only
image sequence analysis allows us to recognize and analyze dynamic
processes. Thus far-reaching capabilities become available for scientific
and engineering applications including the study of flow; transport; bi-
ological growth processes from the molecular to the ecosystem level;
diurnal, annual, and interannual variations; industrial processes; traffic;
autonomous vehicles and robots — to name just a few application areas.
In short, everything that causes temporal changes or makes them visible
in our world is a potential subject for image sequence analysis.

The analysis of motion is still a challenging task and requires some
special knowledge. Therefore we discuss the basic problems and prin-
ciples of motion analysis in Section 14.2. Then we turn to the various
techniques for motion determination. As in many other areas of image
processing, the literature is swamped with a multitude of approaches.
This book should not add to the confusion. We emphasize instead the
basic principles and we try to present the various concepts in a unified
way as filter operations on the space-time images. In this way, the inter-
relations between the different concepts are made transparent.

397
B. Jähne, Digital Image Processing Copyright © 2005 by Springer-Verlag
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a b

c d

Figure 14.1: a–d Two pairs of images from the construction area for the new
head clinic at Heidelberg University. What has changed from the left to the right
images?

In this sense, we will discuss differential (Section 14.3), tensor (Sec-
tion 14.4), correlation (Section 14.5), and phase (Section 14.6) techniques
as elementary motion estimators.

14.2 Basics

14.2.1 Motion and Gray Value Changes

Intuitively we associate motion with changes. Thus we start our discus-
sion on motion analysis by observing the differences between two images
of a sequence. Figure 14.1a and b shows an image pair of a construction
area at Heidelberg University. There are differences between the left and
right images which are not evident from direct comparison. However,
if we subtract one image from the other, the differences immediately
become visible (Fig. 14.3a). In the lower left of the image a truck has
moved, while the car just behind it is obviously parked. In the center of
the image we discover the outline of a pedestrian which is barely visible
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a b

c d

Figure 14.2: a to d Two pairs of images from an indoor lab scene. What changes
can be seen between the left and right images?

in the original images. The bright spots in a row at the top of the image
turn out to be bikers moving along a cycle lane. From the displacement
of the double contours we can estimate that they move faster than the
pedestrian. Even from this qualitative description, it is obvious that mo-
tion analysis helps us considerably in understanding such a scene. It
would be much harder to detect the cycle lane without observing the
moving bikers.

Figure 14.1c and d show the same scene. Now we might even recog-
nize the change in the original images. If we observe the image edges,
we notice that the images have shifted slightly in a horizontal direction.
What has happened? Obviously, the camera has been panned. In the
difference image Fig. 14.3b all the edges of the objects appear as bright
lines. However, the image is dark where the spatial gray value changes
are small. Consequently, we can detect motion only in the parts of an
image that show gray value changes. This simple observation points out
the central role of spatial gray value changes for motion determination.

So far we can sum up our experience with the statement that motion
might result in temporal gray value changes. Unfortunately, the reverse
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a b

Figure 14.3: Magnitude of the difference between a images a and b in Fig. 14.1;
b images c and d in Fig. 14.1.

a b

Figure 14.4: Difference between a images a and b in Fig. 14.2; b images c and
d in Fig. 14.2.

conclusion that all temporal gray value changes are due to motion is not
correct. At first glance, the pair of images in Fig. 14.2a and b look iden-
tical. Yet, the difference image Fig. 14.4a reveals that some parts in the
upper image are brighter than the lower. Obviously the illumination has
changed. Actually, a lamp outside the image sector shown was switched
off before the image in Fig. 14.2b was taken. Can we infer where this
lamp is located? In the difference image we notice that not all surfaces
are equally bright. Surfaces which are oriented towards the camera show
about the same brightness in both images, while surfaces facing the left
hand side are considerably brighter. Therefore we can conclude that the
lamp is located to the left outside of the image sector.

Another pair of images (Fig. 14.2c and d) shows a much more complex
scene, although we did not change the illumination. We just closed the
door of the lab. Of course, we see strong gray value differences where
the door is located. The gray value changes, however, extend to the



14.2 Basics 401

a

?

b

Figure 14.5: Illustration of the aperture problem in motion analysis: a ambiguity
of displacement vectors at an edge; b unambiguity of the displacement vector at
a corner.

floor close to the door and to the objects located to the left of the door
(Fig. 14.4b). As we close the door, we also change the illumination in
the proximity of the door, especially below the door because less light
is reflected into this area.

14.2.2 The Aperture Problem

So far we have learned that estimating motion is closely related to spatial
and temporal gray value changes. Both quantities can easily be derived
with local operators that compute the spatial and temporal derivatives.
Such an operator only “sees” a small sector — equal to the size of its
mask — of the observed object. We may illustrate this effect by putting
a mask or aperture onto the image.

Figure 14.5a shows an edge that moved from the position of the solid
line in the first image to the position of the dotted line in the second
image. The motion from image one to two can be described by a dis-
placement vector , or briefly, DV . In this case, we cannot determine the
displacement unambiguously. The displacement vector might connect
one point of the edge in the first image with any other point of the edge
in the second image (Fig. 14.5a). We can only determine the component
of the DV normal to the edge, while the component parallel to the edge
remains unknown. This ambiguity is known as the aperture problem.

An unambiguous determination of the DV is only possible if a corner
of an object is within the mask of our operator (Fig. 14.5b). This em-
phasizes that we can only gain sparse information on motion from local
operators.

14.2.3 The Correspondence Problem

The aperture problem is caused by the fact that we cannot find the corre-
sponding point at an edge in the following image of a sequence, because
we have no means of distinguishing the different points at an edge. In
this sense, we can comprehend the aperture problem only as a special
case of a more general problem, the correspondence problem. Generally
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a

?

b

?

Figure 14.6: Illustration of the correspondence problem: a deformable two-
dimensional object; b regular grid.

a b

Figure 14.7: Correspondence problem with indistinguishable particles: a mean
particle distance is larger than the mean displacement vector; b the reverse case.
Filled and hollow circles: particles in the first and second image.

speaking, this is that we are unable to find unambiguously correspond-
ing points in two consecutive images of a sequence. In this section we
discuss further examples of the correspondence problem.

Figure 14.6a shows a two-dimensional deformable object — like a
blob of paint — which spreads gradually. It is immediately obvious that
we cannot obtain any unambiguous determination of displacement vec-
tors, even at the edge of the blob. In the inner part of the blob, we cannot
make any estimate of the displacements because there are no features
visible which we could track.

At first we might assume that the correspondence problem will not
occur with rigid objects that show a lot of gray value variations. The grid
as an example of a periodic texture, shown in Fig. 14.6b, demonstrates
that this is not the case. As long as we observe the displacement of
the grid with a local operator, we cannot differentate displacements that
differ by multiples of the grid constant. Only when we observe the whole
grid does the displacement become unambiguous.

Another variation of the correspondence problem occurs if the image
includes many objects of the same shape. One typical case is when small
particles are put into a flow field in order to measure the velocity field
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(Fig. 14.7). In such a case the particles are indistinguishable and we
generally cannot tell which particles correspond to each other. We can
find a solution to this problem if we take the consecutive images at such
short time intervals that the mean displacement vector is significantly
smaller than the mean particle distance. With this additional knowledge,
we can search for the nearest neighbor of a particle in the next image.
Such an approach, however, will never be free of errors, because the
particle distance is statistically distributed.

These simple examples clearly demonstrate the basic problems of
motion analysis. On a higher level of abstraction, we can state that the
physical correspondence, i. e., the real correspondence of the real objects,
may not be identical to the visual correspondence in the image. The prob-
lem has two faces. First, we can find a visual correspondence without the
existence of a physical correspondence, as in case of objects or periodic
object textures that are indistinguishable. Second, a physical correspon-
dence does not generally imply a visual correspondence. This is the case
if the objects show no distinctive marks or if we cannot recognize the
visual correspondence because of illumination changes.

14.2.4 Motion as Orientation in Space-Time Images

The discussion in Sections 14.2.1–14.2.3 revealed that the analysis of
motion from only two consecutive images is plagued by serious prob-
lems. The question arises, whether these problems, or at least some
of them, can be overcome if we extend the analysis to more than two
consecutive images. With two images, we get just a “snapshot” of the
motion field. We do not know how the motion continues in time. We
cannot measure accelerations and cannot observe how parts of objects
appear or disappear as another object moves in front of them.

In this section, we consider the basics of image sequence analysis in
a multidimensional space spanned by one time and one to three space
coordinates. Consequently, we speak of a space-time image, a spatiotem-
poral image, or simple the xt space.

We can think of a three-dimensional space-time image as a stack of
consecutive images which may be represented as an image cube as shown
in Fig. 14.9. At each visible face of the cube we map a cross section in the
corresponding direction. Thus an xt slice is shown on the top face and
a yt slice on the right face of the cube. The slices were taken at depths
marked by the white lines on the front face, which shows the last image
of the sequence.

In a space-time image a pixel extends to a voxel , i. e., it represents
a gray value in a small volume element with the extensions ∆x, ∆y ,
and ∆t. Here we confront the limits of our visual imagination when we
try to grasp truly 3-D data (compare the discussion in Section 8.1.1).
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Figure 14.8: Space-time images: a two-dimensional space-time image with one
space and one time coordinate; b three-dimensional space-time image.

Therefore, we need appropriate representations of such data to make
essential features of interest visible.

To analyze motion in space-time images, we first consider a simple
example with one space and one time coordinate (Fig. 14.8a). A non-
moving 1-D object shows vertically oriented gray value structures. If an
object is moving, it is shifted from image to image and thus shows up
as an inclined gray value structure. The velocity is directly linked to the
orientation in space-time images. In the simple case of a 2-D space-time
image, it is given by

u = − tanϕ, (14.1)

where ϕ is the angle between the t axis and the direction in which the
gray values are constant. The minus sign in Eq. (14.1) is because angles
are positive counterclockwise. The extension to two spatial dimensions
is straightforward and illustrated in Fig. 14.8b:

u = −
[

tanϕx
tanϕy

]
. (14.2)

The anglesϕx andϕy are defined analogously to the angle between the
x and y components of a vector in the direction of the constant gray
values and the t axis.

A practical example for this type of analysis is shown in Fig. 14.9. The
motion is roughly in the vertical direction, so that the yt cross section
can be regarded as a 2-D space-time image. The motion is immediately
apparent. When the cars stop at the traffic light, the lines are horizontally
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Figure 14.9: A 3-D image sequence demonstrated with a traffic scene in the
Hanauer Landstraße, Frankfurt/Main represented as an image cuboid. The time
axis runs into the depth, pointing towards the viewer. On the right side of the
cube a yt slice marked by the vertical white line in the xy image is shown, while
the top face shows an xt slice marked by the horizontal line (from Jähne [90]).

oriented, and phases with accelerated and constant speed can easily be
recognized.

In summary, we come to the important conclusion that motion ap-
pears as orientation in space-time images. This fundamental fact forms
the basis for motion analysis in xt space. The basic conceptual differ-
ence to approaches using two consecutive images is that the velocity is
estimated directly as orientation in continuous space-time images and
not as a discrete displacement.

These two concepts differ more than it appears at first glance. Algo-
rithms for motion estimation can now be formulated in continuous xt
space and studied analytically before a suitable discretization is applied.
In this way, we can clearly distinguish the principal flaws of an approach
from errors induced by the discretization.

Using more than two images, a more robust and accurate determi-
nation of motion can be expected. This is a crucial issue for scientific
applications, as pointed out in Chapter 1.

This approach to motion analysis has much in common with the prob-
lem of reconstruction of 3-D images from projections (Section 8.6). Ac-
tually, we can envisage a geometrical determination of the velocity by
observing the transparent three-dimensional space-time image from dif-
ferent points of view. At the right observation angle, we look along the
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edges of the moving object and obtain the velocity from the angle be-
tween the observation direction and the time axis.

If we observe only the edge of an object, we cannot find such an
observation angle unambiguously. We can change the component of the
angle along the edge arbitrarily and still look along the edge. In this
way, the aperture problem discussed in Section 14.2.2 shows up from a
different point of view.

14.2.5 Motion in Fourier Domain

Introducing the space-time domain, we gain the significant advantage
that we can analyze motion also in the corresponding Fourier domain,
the kν space. As an introduction, we consider the example of an image
sequence in which all the objects are moving with constant velocity. Such
a sequence g(x, t) can be described by

g(x, t) = g(x − ut). (14.3)

The Fourier transform of this sequence is

ĝ(k, ν) =
∫
t

∫
x

g(x − ut) exp[−2π i(kx − νt)]d2xdt. (14.4)

Substituting
x′ = x − ut,

we obtain

ĝ(k, ν) =
∫
t

⎡
⎢⎣ ∫
x′

g(x′) exp(−2π ikx′)

⎤
⎥⎦ exp(−2π ikut) exp(2π iνt)d2x′dt.

The inner integral covers the spatial coordinates and results in the spatial
Fourier transform ĝ(k) of the image g(x′). The outer integral over the
time coordinate reduces to a δ function:

ĝ(k, ν) = ĝ(k)δ(ku− ν). (14.5)

This equation states that an object moving with the velocity u occu-
pies only a two-dimensional subspace in the three-dimensional kν space.
Thus it is a line and a plane, in two and three dimensions, respectively.
The equation for the plane is given directly by the argument of the δ
function in Eq. (14.5):

ν = ku. (14.6)

This plane intersects the k1k2 plane normally to the direction of the
velocity because in this direction the inner product ku vanishes. The
slope of the plane, a two-component vector, yields the velocity

∇kν =∇k(ku) = u.
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The index k in the gradient operator denotes that the partial derivations
are computed with respect to the components of k.

From these considerations, it is obvious — at least in principle — how
we can determine the velocity in an image sequence showing a constant
velocity. We compute the Fourier transform of the sequence and then
determine the slope of the plane on which the spectrum of the sequence
is located. We can do this best if the scene contains small-scale struc-
tures, i. e., high wave numbers which are distributed in many directions.
We cannot determine the slope of the plane unambiguously if the spec-
trum lies on a line instead of a plane. This is the case when the gray
value structure is spatially oriented. From the line in Fourier space we
only obtain the component of the plane slope in the direction of the spa-
tial local orientation. In this way, we encounter the aperture problem
(Section 14.2.2) in the kν space.

14.2.6 Optical Flow

The examples discussed in Section 14.2.1 showed that motion and gray
value changes are not equivalent. In this section, we want to quantify
this relation. In this respect, two terms are of importance: the motion
field and the optical flow . The motion field in an image is the real motion
of the object in the 3-D scene projected onto the image plane. It is the
quantity we would like to extract from the image sequence. The optical
flow is defined as the “flow” of gray values at the image plane. This is
what we observe. Optical flow and motion field are only equal if the
objects do not change the irradiance on the image plane while moving in
a scene. Although it sounds reasonable at first glance, a more thorough
analysis shows that it is strictly true only in very restricted cases. Thus
the basic question is how significant the deviations are, so that in practice
we can still stick with the equivalence of optical flow and motion field.

Two classical examples where the projected motion field and the op-
tical flow are not equal were given by Horn [83]. The first is a spinning
sphere with a uniform surface of any kind. Such a sphere may rotate
around any axes through its center of gravity without causing an optical
flow field. The counterexample is the same sphere at rest illuminated by
a moving light source. Now the motion field is zero, but the changes in
the gray values due to the moving light source cause a non-zero optical
flow field.

At this point it is helpful to clarify the different notations for motion
with respect to image sequences, as there is a lot of confusion in the
literature and many different terms are used. Optical flow or image flow
means the apparent motion at the image plane based on visual percep-
tion and has the dimension of a velocity. We denote the optical flow with
f = [f1, f2]T . If the optical flow is determined from two consecutive im-
ages, it appears as a displacement vector (DV ) from the features in the
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first to those in the second image. A dense representation of displace-
ment vectors is known as a displacement vector field (DVF ) s = [s1, s2]T .
An approximation of the optical flow can be obtained by dividing the
DVF by the time interval between the two images. It is important to note
that optical flow is a concept inherent to continuous space, while the
displacement vector field is its discrete counterpart. The motion field
u = [u1, u2]T = [u,v]T at the image plane is the projection of the 3-D
physical motion field by the optics onto the image plane.

The concept of optical flow originates from fluid dynamics. In case
of images, motion causes gray values, i. e., an optical signal, to “flow”
over the image plane, just as volume elements flow in liquids and gases.
In fluid dynamics the continuity equation plays an important role. It
expresses the fact that mass is conserved in a flow. Can we formulate a
similar continuity equation for gray values and under which conditions
are they conserved?

In fluid dynamics, the continuity equation for the density � of the
fluid is given by

∂�
∂t
+∇(u�) = ∂�

∂t
+ uT∇�+ �∇u = 0. (14.7)

This equation is valid for two and three-dimensional flows. It states
the conservation of mass in a fluid in a differential form. The temporal
change in the density is balanced by the divergence of the flux densityu�.
By integrating the continuity equation over an arbitrary volume element,
we can write the equation in an integral form:

∫
V

(
∂�
∂t
+∇(u�)

)
dV = ∂

∂t

∫
V

�dV +
∮
A

�u da = 0. (14.8)

The volume integral has been converted into a surface integral around
the volume using the Gauss integral theorem. da is a vector normal to a
surface element dA. The integral form of the continuity equation clearly
states that the temporal change of the mass is caused by the net flux into
the volume integrated over the whole surface of the volume.

How can we devise a similar continuity equation for the optical flux f
— known as the brightness change constraint equation (BCCE ) or optical
flow constraint (OFC) — in computer vision? The quantity analogous to
the density � is the irradiance E or the gray value g. However, we should
be careful and examine the terms in Eq. (14.7) more closely. The left
divergence term f T∇g describes the temporal brightness change due to
a moving gray value gradient. The second term with the divergence of
the velocity field g∇f seems questionable. It would cause a temporal
change even in a region with a constant irradiance if the divergence of the
flow field is unequal to zero. Such a case occurs, for instance, when an
object moves away from the camera. The irradiance at the image plane
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Figure 14.10: Illustration of the continuity of optical flow in the one-dimensional
case.

remains constant, provided the object irradiance does not change. The
collected radiance decreases with the squared distance of the object.
However, it is exactly compensated, as also the projected area of the
object is decreased by the same factor. Thus we omit the last term in
the continuity equation for the optical flux and obtain

∂g
∂t
+ f T∇g = 0. (14.9)

In the one-dimensional case, the continuity of the optical flow takes
the simple form

∂g
∂t
+ f ∂g

∂x
= 0, (14.10)

from which we directly get the one-dimensional velocity

f = −∂g
∂t

/
∂g
∂x
, (14.11)

provided that the spatial derivative does not vanish. The velocity is thus
given as the ratio of the temporal and spatial derivatives.

This basic relation can also be derived geometrically, as illustrated in
Fig. 14.10. In the time interval ∆t a gray value is shifted by the distance
∆x = u∆t causing the gray value to change by g(x, t+∆t)−g(x, t). The
gray value change can also be expressed as the slope of the gray value
edge,

g(x, t +∆t)− g(x, t) = −∂g(x, t)
∂x

∆x = −∂g(x, t)
∂x

u∆t, (14.12)

from which, in the limit of ∆t → 0, the continuity equation for optical
flow Eq. (14.10) is obtained.



410 14 Motion

The continuity or BCCE equation for optical flow at the image plane
Eq. (14.9) can in general only be a crude approximation. We have already
touched this subject in the introductory section about motion and gray
value changes (Section 14.2.1). This is because of the complex nature of
the reflection from opaque surfaces, which depends on the viewing di-
rection, surface normal, and directions of the incident light. Each object
receives radiation not only directly from light sources but also from all
other objects in the scene that lie in the direct line of sight of the object.
Thus the radiant emittance from the surface of one object depends on
the position of all the other objects in a scene.

In computer graphics, problems of this type are studied in detail, in
search of photorealistic computer generated images. A big step towards
this goal was a method called radiosity which explicitly solved the inter-
relation of object emittance described above [54]. A general expression
for the object emittance — the now famous rendering equation — was
derived by Kajiya [102].

In image sequence processing, it is in principle required to invert
this equation to infer the surface reflectivity from the measured object
emittance. The surface reflectivity is a feature invariant to surface ori-
entation and the position of other objects and thus would be ideal for
motion estimation. Such an approach is unrealistic, however, because
it requires a reconstruction of the 3-D scene before the inversion of the
rendering equation can be tackled at all.

As there is no generally valid continuity equation for optical flow, it
is important to compare possible additional terms with the terms in the
standard BCCE. All other terms basically depend on the rate of changes of
a number of quantities but not on the brightness gradients. If the gray
value gradient is large, the influence of the additional terms becomes
small. Thus we can conclude that the determination of the velocity is
most reliable for steep gray value edges while it may be significantly dis-
torted in regions with only small gray value gradients. This conclusion is
in agreement with Verri and Poggio [209, 210] findings where they point
out the difference between optical flow and the motion field.

Another observation is important. It is certainly true that the histori-
cal approach of determining the displacement vectors from only two con-
secutive images is not robust. In general we cannot distinguish whether
a gray value change comes from a displacement or any other source.
However, the optical flow becomes more robust in space-time images.
We will demonstrate this with two examples.

First, it is possible to separate gray value changes caused by global il-
lumination changes from those caused by motion. Figure 14.11 shows an
image sequence of a static scene taken at a rate of 5 frames per minute.
The two spatiotemporal time slices (Fig. 14.11a, c), indicated by the two
white horizontal lines in Fig. 14.11b, cover a period of about 3.4 h. The
upper line covers the high-rise building and the sky. From the sky it can
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Figure 14.11: Static scene with illumination changes: a xt cross section at the
upper marked row (sky area) in b; b first image of the sequence; c xt cross section
at the lower marked row (roof area) in b; the time axis spans 3.4 h, running
downwards (from Jähne [90]).

be seen that it was partly cloudy, but sometimes there was direct solar
illumination. The lower line crosses several roof windows, walls, and
house roofs.

In both slices the illumination changes appear as horizontal stripes
which seem to transparently overlay the vertical stripes, indicating a
static scene. As a horizontal patterns indicates an object moving with
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Figure 14.12: Traffic scene at the border of Hanau, Germany; a last image of the
sequence; b xt cross section at the marked line in a; the time axis spans 20.5 s,
running downwards (from Jähne [90]).

infinite velocity, these patterns can be eliminated, e. g., by directional
filtering, without disturbing the motion analysis.

The second example demonstrates that motion determination is still
possible in space-time images if occlusions occur and the local illumina-
tion of an object is changing because it is turning. Figure 14.12 shows a
traffic scene at the city limits of Hanau, Germany. From the last image
of the sequence (Fig. 14.12a) we see that a street crossing with a traffic
light is observed through the branches of a tree located on the right in
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the foreground. One road is running horizontally from left to right, with
the traffic light on the left.

The spatiotemporal slice (Fig. 14.12b) has been cut through the image
sequence at the horizontal line indicated in Fig. 14.12a. It reveals various
occlusions: the car traces disappear under the static vertical patterns of
the tree branches and traffic signs. We can also see that the temporal
trace of the van shows significant gray value changes because it turned
at the street crossing and the illumination conditions are changing while
it is moving along in the scene. Nevertheless, the temporal trace is con-
tinuous and promises a reliable velocity estimate.

We can conclude that the best approach is to stick to the standard
BCCE for motion estimates and use it to develop the motion estimators
in this chapter. Because of the wide variety of additional terms this ap-
proach still seems to be the most reasonable and most widely applicable,
because it contains the fundamental constraint.

14.3 First-Order Differential Methods

14.3.1 Basics

Differential methods are the classical approach to determine motion
from two consecutive images. This chapter discusses the question of
how these techniques can be applied to space-time images. The conti-
nuity equation for the optical flow (Section 14.2.6), in short the BCCE or
OFC , is the starting point for differential methods:

∂g
∂t
+ f T∇g = 0. (14.13)

This single scalar equation contains W unknown vector components in
the W -dimensional space. Thus we cannot determine the optical flow
f = [f1, f2]T unambiguously. The scalar product f T∇g is equal to the
magnitude of the gray value gradient multiplied by the component of f
in the direction of the gradient, i. e., normal to the local gray value edge

f T∇g = f⊥|∇g|.

Thus we can only determine the optical flow component normal to the
edge. This is the well-known aperture problem, which we discussed qual-
itatively in Section 14.2.2. From Eq. (14.13), we obtain

f⊥ = −∂g∂t
/|∇g| . (14.14)

Consequently, it is not possible to determine the complete vector with
first-order derivatives at a single point in the space-time image.
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14.3.2 First-Order Least Squares Solution

Instead of a single point, we can use a small neighborhood to deter-
mine the optical flow. We assume that the optical flow is constant in
this region and discuss in this section under which conditions an unam-
biguous determination of the optical flow is possible. We still have the
two unknowns f = [f1, f2]T , but we also have the continuity constraint
Eq. (14.13) for the optical flow at many points. Thus we generally end
up with an overdetermined equation system. Such a system cannot be
solved exactly but only by minimizing an error functional. We seek a so-
lution that minimizes Eq. (14.13) within a local neighborhood in a least
squares sense. Thus, the convolution integral

‖e‖2
2 =

∞∫
−∞
w(x − x′, t − t′)

(
f1gx(x′)+ f2gy(x′)+ gt(x′)

)2
d2x′dt′

(14.15)
should be minimized. Note that f = [f1, f2]T is constant within the
local neighborhood. It depends, of course, as ‖e‖, on x. For the sake of
more compact equations, we omit the explicit dependency of gx , gy , and
gt on the variable x′ in the following equations. The partial derivative
∂g/∂p is abbreviated by gp.

In this integral, the square of the residual deviation from the conti-
nuity constraint is summed up over a region determined by the size of
the window function w. In order to simplify the equations further, we
use the following abbreviation for this weighted averaging procedure:

‖e‖2
2 =

(
f1gx + f2gy + gt

)2 → minimum. (14.16)

The window function w determines the size of the neighborhood.
This makes the least-squares approach very flexible. The averaging in
Eq. (14.15) can be but must not be extended in the temporal direction.
If we choose a rectangular neighborhood with constant weighting for all
points, we end up with a simple block matching technique. This corre-
sponds to an averaging with a box filter . However, because of the bad
averaging properties of box filters (Section 11.3), an averaging with a
weighting function that decreases with the distance of the point [x, t]T

from [x, t]T appears to be a more suitable approach. In continuous
space, averaging with a Gaussian filter is a good choice. For discrete
images, averaging with a binomial filter is most suitable (Section 11.4).

Equation (14.16) can be solved by setting the partial derivatives

∂ ‖e‖2
2

∂f1
= 2gx

(
f1gx + f2gy + gt

)
!= 0,

∂ ‖e‖2
2

∂f2
= 2gy

(
f1gx + f2gy + gt

)
!= 0

(14.17)
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to zero. From this condition we obtain the linear equation system

⎡
⎣ gxgx gxgy

gxgy gygy

⎤
⎦[

f1

f2

]
= −

⎡
⎣ gxgt

gygt

⎤
⎦ , (14.18)

or more compact in matrix notation

Mf = d. (14.19)

The terms gpgq represent regularized estimates that are composed
of convolution and nonlinear point operations. In the operator notation,
we can replace it by

B(Dp ·Dq), (14.20)

where Dp is a suitable discrete first-order derivative operator in the di-
rection p (Chapter 12) and B an averaging operator (Chapter 11). Thus,
the operator expression in Eq. (14.20) includes the following sequence
of image processing operators:

1. Apply the convolution operators Dp and Dq to the image to obtain
images with the first-order derivatives in directions p and q.

2. Multiply the two derivative images pointwise.

3. Convolve the resulting image with the averaging mask B.

Note that the point operation is a nonlinear operation. Therefore, it must
not be interchanged with the averaging.

The linear equation system Eq. (14.18) can be solved if the matrix can
be inverted. This is the case when the determinant of the matrix is not
zero:

detM = gxgx gygy − gxgy2 ≠ 0. (14.21)

From this equation, we can deduce two conditions that must be met:

1. Not all partial derivatives gx and gy must be zero. In other words, the
neighborhood must not consist of an area with constant gray values.

2. The gradients in the neighborhood must not point in the same direc-
tion. If this were the case, we could express gy by gx except for a
constant factor and the determinant ofM in Eq. (14.21) would vanish.

The solution for the optical flow f can be written down explicitly
because it is easy to invert the 2× 2 matix M:

M−1 = 1
detM

[
gygy −gxgy
−gxgy gxgx

]
if detM ≠ 0. (14.22)

With f =M−1d we then obtain[
f1

f2

]
= − 1

detM

[
gxgt gygy − gygt gxgy
gygt gxgx − gxgt gxgy

]
. (14.23)
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The solution looks still quite complex. It can be simplified considerably
by observing that M is a symmetric matrix. Any symmetric matrix can
be brought into diagonal form by a rotation of the coordinate system
into the so-called principle-axes coordinate system. Then the matrix M
reduces to

M′ =
⎡
⎣ gx′gx′ 0

0 gy′gy′

⎤
⎦ , (14.24)

the determinant detM′ = gx′gx′ gy′gy′ , and the optical flow is

[
f1′

f2′

]
= −

⎡
⎢⎢⎢⎢⎣
gx′gt
gx′gx′

gy′gt
gy′gy′

⎤
⎥⎥⎥⎥⎦ . (14.25)

This equation reflects in a quantitative way the qualitative discussion
about the aperture problem discussed in Section 14.2.2. The principal
axes are oriented along the directions of the maximum and minimum
mean square spatial gray value changes, which are perpendicular to each
other. Because the matrixM′ is diagonal, both changes are uncorrelated.
Now, we can distinguish three cases:

1. gx′gx′ > 0, gy′gy′ > 0: spatial gray value changes in all directions.
Then both components of the optical flow can be determined.

2. gx′gx′ > 0, gy′gy′ = 0: spatial gray value changes only inx′ direction
(perpendicularly to an edge). Then only the component of the opti-
cal flow in x′ direction can be determined (aperture problem). The
component of the optical flow parallel to the edge remains unknown.

3. gx′gx′ = gy′gy′ = 0: no spatial gray value changes in both directions.
In the case of a constant region, none of the components of the optical
flow can be determined at all.

It is important to note that only the matrix M determines the type of
solution of the least-squares approach. In this matrix only spatial and
no temporal derivatives occur. This means that the spatial derivatives
and thus the spatial structure of the image entirely determines whether
and how accurately the optical flow can be estimated.

14.3.3 Error Analysis

Noise may introduce a systematic error into the estimate of the optical
flow. Here we show how we can analyze the influence of noise on the
determination of optical flow in a very general way. We assume that the
image signal is composed of a structure moving with a constant velocity
u superimposed by zero-mean isotropic noise:

g′(x, t) = g(x − ut)+n(x, t). (14.26)
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This is a very general approach because we do not rely on any specific
form of the gray value structure. The expression g(x − ut) just says
that an arbitrary spatial structure is moving with a constant velocity u.
In this way, a function with three parameters g(x1, x2, t) is reduced to
a function with only two parameters g(x1 − u1t, x2 − u2t). We further
assume that the partial derivatives of the noise function are not corre-
lated with themselves or the partial derivatives of the image patterns.
Therefore we use the conditions

n = 0, npnq = σ 2
nδp−q, gpnq = 0, (14.27)

and the partial derivatives are

∇g′ =∇g +∇n g′t = −u∇g + ∂tnt. (14.28)

These conditions result in the optical flow estimate

f = u(∇g∇gT +∇n∇nT)−1∇g∇gT . (14.29)

The key to understanding this matrix equation is to observe that the
noise matrix ∇n∇nT is diagonal in any coordinate system, because of
the conditions set by Eq. (14.27). Therefore, we can transform the equa-
tion into the principal-axes coordinate system in which ∇g∇gT is diag-
onal. Then we obtain

f = u
[
gx′2 + σ 2

n 0

0 gy′2 + σ 2
n

]−1 [
gx′2 0

0 gy′2

]
.

When the variance of the noise is not zero, the inverse of the first matrix
always exists and we obtain

f = u

⎡
⎢⎢⎢⎢⎣

gx′2

gx′2 + σ 2
n

0

0
gy′2

gy′2 + σ 2
n

⎤
⎥⎥⎥⎥⎦ . (14.30)

This equation shows that the estimate of the optical flow is biased to-
wards lower values. If the variance of the noise is about the squared
magnitude of the gradient, the estimated values are only about half of
the true values. Thus the differential method is an example of a non-
robust technique because it deteriorates in noisy image sequences.

If the noise is negligible, however, the estimate of the optical flow is
correct. This result is in contradiction to the widespread claim that dif-
ferential methods do not deliver accurate results if the spatial gray value
structure cannot be adequately approximated by a first-order Taylor se-
ries (see, for example, [191]). Kearney et al. [107], for instance, provided
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an error analysis of the gradient approach and concluded that it gives
erroneous results as soon as second-order spatial derivatives become
significant.

These contradictory findings resolve if we analyze the additional er-
rors in the estimation of optical flow that are introduced by an inad-
equate discretization of the partial derivative operators (see the dis-
cussion on optimal derivative filters in Section 12.4). The error in the
optical flow estimate is directly related to the error in the direction of
discrete gradient operators (compare also the discussion on orientation
estimates in Section 13.3.6). Therefore accurate optical flow estimates
require carefully optimized derivative operators such as the optimized
regularized gradient operators discussed in Section 12.7.5.

14.4 Tensor Methods

The tensor method for the analysis of local orientation has already been
discussed in detail in Section 13.3. Since motion constitutes locally ori-
ented structure in space-time images, all we have to do is to extend the
tensor method to three dimensions. First, we will revisit the optimiza-
tion criterion used for the tensor approach in Section 14.4.1 in order to
distinguish this technique from the differential method (Section 14.3).

14.4.1 Optimization Strategy

In Section 13.3.1 we stated that the optimum orientation is defined as
the orientation that shows the least deviations from the direction of the
gradient vectors. We introduced the squared scalar product of the gra-
dient vector and the unit vector representing the local orientation n̄ as
an adequate measure:

(∇gT n̄)2 = |∇g|2 cos2 (∠(∇g, n̄)) . (14.31)

This measure can be used in vector spaces of any dimension. In order to
determine orientation in space-time images, we take the spatiotemporal
gradient

∇xtg =
[
∂g
∂x
,
∂g
∂y
,
∂g
∂t

]T
=

[
gx,gy, gt

]T
(14.32)

and write
(∇xtgT n̄)2 = |∇xtg|2 cos2 (∠(∇xtg, n̄)) . (14.33)

For the 2-D orientation analysis we maximized the expression∫
w(x − x′)

(
∇g(x′)T n̄

)2
dWx′ = (∇g n̄)2

(14.34)
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in order to find the optimum orientation. For analysis of motion in space-
time images, we are not interested in the direction of maximal gray value
changes but in the direction of minimal gray value changes. We denote
this orientation by the unit vector ē3 = [e31, e32, e33]T . This 3-D vector
is, according to the considerations in Section 14.2.4 Eq. (14.2), related to
the 2-D velocity vector by

f = 1
e33

[
e31

e32

]
. (14.35)

By analogy to Eq. (14.34) we therefore minimize∫
w(x − x′, t − t′)

(
∇xtg(x′, t′)T ē3

)2
dWx′dt′ (14.36)

or, in more compact notation,

(∇xtgT ē3
)2 → minimum. (14.37)

The window function w now also extends into the time coordinate
and determines the size and shape of the neighborhood around a point
[x, t]T in which the orientation is averaged. Equation (14.37) has to be
compared with the corresponding expression that is minimized with the
differential method (Eq. (14.16)):

(
f∇g + gt

)2. (14.38)

Note the subtle difference between the two optimization strategies
Eqs. (14.37) and (14.38). Both are least squares problems for determining
the velocity in such a way that the deviation from the continuity of the
optical flow becomes minimal. The two methods differ, however, in the
parameters to be estimated. The estimation of a 3-D unit vector turns
out to be a so-called total least squares problem [86]. This method is
more suitable for the problem because all components of the space-time
gradient are though to have statistical errors and not only the temporal
derivative as in Eq. (14.38).

By analogy to the discussion in Section 13.3.1 we can conclude that
the determination of the optical flow in a space-time image is equiva-
lent to finding the eigenvector ē3 of the smallest eigenvalue λ3 of the
structure tensor J:

J =

⎡
⎢⎢⎣
gxgx gxgy gxgt
gxgy gygy gygt
gxgt gygt gtgt

⎤
⎥⎥⎦ , (14.39)
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where gpgq with p,q ∈ {x,y, t} is given by

gpgq(x, t) =
∫
w(x − x′, t − t′)gp(x′, t′)gq(x′, t′)d2x′dt′. (14.40)

At this point, we can compare the tensor method again with the differ-
ential technique. While the tensor method essentially performs an eigen-
value analysis of a symmetric tensor with six regularized products of
spatial and temporal derivatives, the differential method uses the same
products but only five of them. Thus the differential technique misses
gtgt . We will see in the next section that this additional term enables
the tensor method to detect whether a local neighbor shows a constant
velocity or not. This is not possible with the differential method.

14.4.2 Eigenvalue Analysis

Unfortunately, the eigenvalue analysis of a symmetric 3× 3 tensor is not
as simple as for a symmetric 2× 2 tensor. In two dimensions we could
solve the eigenvalue problem directly. In Section 13.3.3 we transformed
the three independent components of the symmetric 2× 2 tensor into
three parameters: the orientation and the rotation-invariant certainty
and coherency measures (Section 13.3.4).

The symmetric 3× 3 tensor now contains six independent compo-
nents and we need to find a corresponding number of parameters that
describe the local structure of the space-time image adequately. Again
it is useful to decompose these six parameters into rotation-variant and
rotation-invariant parameters.

As already mentioned, the solution of the eigenvalue problem cannot
be written down readily. It requires a suitable numerical algorithm. We
will not detail this problem since it is a nontrivial but standard problem
of numerical mathematics for which a number of efficient solutions are
available [Press et al., 1992 and Golub and van Loan, 1989]. Thus we
assume in the following that we have solved the eigenvalue problem and
have obtained a set of three orthonormal eigenvectors and three eigen-
values. With the solution of the eigenvalue problem, we have essentially
obtained the principal-axes coordinate system in which the structure
tensor is diagonal and contains the eigenvalues as diagonal elements:

J′ =
⎡
⎢⎣ λ1 0 0

0 λ2 0
0 0 λ3

⎤
⎥⎦ . (14.41)

Without restricting generality, the eigenvalues are sorted in descending
order:

λ1 ≥ λ2 ≥ λ3 ≥ 0. (14.42)
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The principal-axes coordinate system is spanned by the three eigen-
vectors. The rotation into this coordinate system requires three indepen-
dent parameters as we have discussed in Section 7.2.2. Thus, three of
the six parameters are used up to describe its orientation in the space-
time domain. This information is contained in the three orthonormal
eigenvectors.

The remaining parameters are the three rotation-invariant eigenval-
ues. We will now show how the different classes of local structures in
space-time images can be differentiated by the values of the three eigen-
values. This approach will also help us find an efficient implementation
of the tensor-based motion analysis. Four different classes of neighbor-
hoods can be distinguished in a space-time image, corresponding to a
rank from 0 to 3 for the symmetric tensor:

Constant gray value. All elements and eigenvalues of the structure
tensor are zero.

λ1 = λ2 = λ3 = 0. (14.43)

The rank of the tensor is also zero. Therefore no velocity at all can be
obtained. This condition is easy to recognize. The sum of the eigenval-
ues must be below a critical level, determined by the noise level in the
image sequence. As the sum of the eigenvalues is equal to the trace of
the tensor, no eigenvalue analysis is required to sort out this condition:

trace(J) =
3∑
p=1

gpgp < γ, (14.44)

where γ is a suitable measure for the noise level in the image sequence.
For all points where the condition Eq. (14.44) is met, the eigenvalue analy-
sis can be skipped completely.

Spatial orientation and constant motion. In this case two eigenvalues
are zero since the gray values only change in one direction:

λ1 > 0 and λ2 = λ3 = 0. (14.45)

The rank of the tensor is one. The spatial gray value structure shows
linear symmetry. This condition can easily be detected again without
performing an eigenvalue analysis, because the determinant of the lead-
ing 2× 2 subtensor should be below a threshold γ2:

gxgx gygy − gxgy2 < γ2. (14.46)

The eigenvector ē1 belonging to the only nonzero (i. e., largest) eigen-
value points in the direction of maximum change of gray values. Thus
it gives both the spatial orientation and the velocity in this direction.
Note that only the normal velocity , i. e., the velocity in the direction of
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the spatial gradient, can be obtained because of the aperture problem
(Section 14.2.2). The spatial orientation is given by the two spatial co-
ordinates of the eigenvector ē1 of the largest eigenvalue. As the normal
optical flow is in this direction, it is given by

f⊥ = −
e1t

e2
1x + e2

1y

[
e1x

e1y

]
(14.47)

and the magnitude of the normal optical flow reduces to

|f⊥| =
√√√√ e2

1t

e2
1x + e2

1y
=

√√√√ e2
1t

1− e2
1t
. (14.48)

Distributed spatial structure and constant motion. In this case only
one eigenvalue is zero:

λ1, λ2 > 0 and λ3 = 0. (14.49)

As the motion is constant, the principal-axes coordinate system is mov-
ing with the scene. The eigenvector ē3 with the zero eigenvalue points
in the direction of constant gray values in the space-time domain. Thus
the optical flow is given by

f = 1
e3t

[
e3x

e3y

]
(14.50)

and its magnitude by

|f | =
√√√√e2

3x + e2
3y

e2
3t

=
√√√√1− e2

3t

e2
3t

. (14.51)

Distributed spatial structure and non-constant motion. In this case
all three eigenvalues are larger than zero and the rank of the tensor is
three:

λ1, λ2, λ3 > 0. (14.52)

No useful optical flow estimate can be obtained in this case.
After this detailed classification, we turn to the question of which

three rotation-invariant parameters can be extracted from the structure
tensor in order to obtain a useful description of the local structure in-
dependent of the velocity and the spatial orientation of the gray scale
parameters.

Certainty measure. The first parameter is again a certainty measure
that gives a measure for the gray value changes. We have two choices.
Either we could take the mean square spatial gradient (trace of the up-
per 2× 2 subtensor) or the mean square spatiotemporal gradient. From
a practical point of view the mean square spatial gradient is to be pre-
ferred because the spatial gradient does not change in a sequence if the
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velocity is increasing. The mean square spatiotemporal gradient, how-
ever, increases with increasing velocity because higher temporal gradi-
ents are added. Thus, surprisingly, the mean square spatial gradient is
the better certainty measure:

cc = gxgx + gygy. (14.53)

Spatial coherency measure. As a second measure we take the already
known coherency measure from the analysis of 2-D local neighborhoods
(Section 13.3.4) and denote it here as the spatial coherency measure:

cs = (gxgx − gygy)
2 + 4gxgy2

(gxgx + gygy)2 . (14.54)

Its value is between 0 and 1 and decides whether only the normal optical
flow or both components of the optical flow can be determined.

Total coherency measure. Finally, we need an additional measure that
tells us whether we encounter a local neighborhood with a constant ve-
locity or not. This measure should be independent of the spatial co-
herency. The following measure using the largest and smallest eigenval-
ues meets this condition:

ct =
(
λ1 − λ3

λ1 + λ3

)2

. (14.55)

The total coherency measure is one as soon as the eigenvalue λ3 is zero.
The other two eigenvalues may then take any other values. The total
coherency approaches zero if all three eigenvalues are equal. In contrast
to the other two measures cc and cs , the total coherency requires an
eigenvalue analysis since the smallest and largest eigenvalues are needed
to compute it. There is one caveat with this measure. It is also one with a
spatially oriented pattern and a non-constant motion. This special case
can be recognized, however, from the condition that both the spatial and
total coherency are one but that only one eigenvalue is zero. Another
simple criterion is that the eigenvector to the zero eigenvalue lies in the
xy plane. This implies that e33 = 0, so according to Eq. (14.50) we would
obtain an infinite value for the optical flow vector.

14.5 Correlation Methods

14.5.1 Principle

As with the differential method, the correlation technique is an approach
which originates from analyzing the displacement between two consec-
utive images. To find a characteristic feature from the first image within
the second, we take the first image g(t1) = g1 and compare it with the
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second image g(t2) = g2 within a certain search range. Within this range
we search for the position of optimum similarity between the two images.
When do we regard two features as being similar? The similarity measure
should be robust against changes in the illumination. Thus we regard
two spatial feature patterns as equal if they differ only by a constant
factor α which reflects the difference in illumination. In the language of
inner product vector spaces, this means that the two feature vectors g1

and g2 are parallel. This can be the case if and only if an equality occurs
in the Cauchy–Schwarz inequality∣∣∣∣∣∣

∞∫
−∞
g1(x)g2(x − s)d2x

∣∣∣∣∣∣
2

≤
∞∫
−∞
g2

1(x)d
2x

∞∫
−∞
g2

2(x − s)d2x. (14.56)

In other words, we need to maximize the cross-correlation coefficient

r(s) =

∞∫
−∞
g1(x)g2(x − s)d2x

⎛
⎝ ∞∫
−∞
g2

1(x)d2x
∞∫
−∞
g2

2(x − s)d2x

⎞
⎠

1/2 . (14.57)

The cross-correlation coefficient is a useful similarity measure. It is zero
for totally dissimilar (orthogonal) patterns, and reaches a maximum of
one for similar features.

In a similar way as for the differential method (Section 14.3), the cor-
relation method can be performed by a combination of convolution and
point operations. The first step is to introduce a window function w
into the definition of the cross-correlation coefficient. This window is
moved around the image to compute the local cross-correlation coeffi-
cient. Then Eq. (14.57) becomes

r(x, s) =

∞∫
−∞
w(x − x′)g1(x′)g2(x′ − s)d2x′

⎛
⎝ ∞∫
−∞
w(x − x′)g2

1(x′)d2x′
∞∫
−∞
w(x − x′)g2

2(x′ − s)d2x′
⎞
⎠

1/2 (14.58)

or in the more compact notation already used in Sections 14.3.2 and
14.4.1

r(x, s) = g1(x)g2(x − s)[
g2

1(x)g
2
2(x − s)

]1/2 → maximum. (14.59)

The resulting cross-correlation coefficient is a four-dimensional func-
tion, depending on the position in the image x and the shift s.
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14.5.2 Fast Iterative Maximum Search

It is obvious that the correlation method as discussed so far is a very
costly operation. A considerable speed-up can be gained if we restrict the
computation to a fast approach to search the position of the maximum
of r because this is all we are interested in.

One way for a direct computation of the position of the maximum is
the approximation of the cross-correlation function in a Taylor series.
We expand the cross-correlation coefficient in a second-order Taylor ex-
pansion at the position of the maximum s̆,

r(s) ≈ r(s̆)+ 1
2rxx(s̆)(s1 − s̆1)2 + 1

2ryy(s̆)(s2 − s̆2)2
+rxy(s̆)(s1 − s̆1)(s2 − s̆2)

= r(s̆)+ 1
2(s − s̆)TH(s̆)(s − s̆),

(14.60)

where H is the Hessian matrix introduced in Eq. (12.6).
We do not know the position of the maximum correlation coefficient.

Thus we assume that the second-order derivatives are constant suffi-
ciently close to the position of the maximum and compute it at the po-
sition of the previous iteration s(i). If we have no other information, we
set the initial estimate to zero: s(0) = 0. As long as we have not yet
found the position of the maximum correlation coefficient, there will be
a residual slope at s(i) that can be computed by derivating Eq. (14.60)

∇r(s(i)) = H(s(i))(s(i) − s̆). (14.61)

Provided that the Hessian matrix is invertible, we obtain the following
iteration

s(i+1) = s(i) −H−1(s(i))∇r(s(i)) with s(0) = 0. (14.62)

This type of iteration is known as Newton-Raphson iteration [160]. In or-
der to estimate the shift, we need to compute only the first- and second-
order partial derivatives of the cross-correlation coefficient.

14.5.3 Evaluation and Comparison

In contrast to the differential methods, which are based on the conti-
nuity of the optical flux, the correlation approach is insensitive to in-
tensity changes between the two images. This makes correlation-based
techniques very useful for stereo-image processing where slight inten-
sity variations always occur between the left and right image because
of the two different cameras used. Actually, the fast maximum search
described Section 14.5.2 is the standard approach for determining the
stereo disparity. Quam [162] used it with a coarse-to-fine control strat-
egy, and Nishihara [148] used it in a modified version, taking the sign of
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the Laplacian of the Gaussian as a feature. He reports a resolution ac-
curacy of about 0.1 pixel for small displacements. Gelles et al. [60] mea-
sured movements in cells with a precision of about 0.02 pixel using the
correlation method. However, they used a more costly approach, com-
puting the centroid of a clipped cross-correlation function. The model-
adapted approach of Diehl and Burkhardt [37] can be understood as an
extended correlation approach as it allows also for rotation and other
forms of motion.

The correlation method deviates from all other methods discussed in
this work in the respect that it is conceptually based on the comparison
of only two images. Even if we extend the correlation technique by multi-
ple correlations to more than two frames, it remains a discrete time-step
approach. Thus it lacks the elegance of the other methods, which were
formulated in continuous space before being implemented for discrete
images. Furthermore, it is obvious that a multiframe extension will be
computationally quite expensive.

14.6 Phase Method

14.6.1 Principle

Except for the costly correlation method, all other methods that compute the
optical flow are more or less sensitive to temporal illumination changes. Thus
we search for a rich feature which contains the essential information in the
images with regard to motion analysis. Fleet and Jepson [53] and Fleet [50] pro-
posed using the phase for the computation of optical flow. We have discussed
the crucial role of the phase already in Sections 2.3.5 and 13.4.1. In Section 2.3.5
we demonstrated that the phase of the Fourier transform of a signal carries the
essential information. An image can still be recognized when the amplitude
information is lost, but not when the phase is lost [126]. Global illumination
changes the amplitude of a signal but not its phase.

As an introduction to the phase method, we consider a planar 1-D wave with a
wave number k and a frequency ν , traveling with a phase speed u = ν/k:

g(x, t) = g0 exp[−2π i(φ(x, t))] = g0 exp[−2π i(kx − νt)]. (14.63)

The position and thus also the displacement is given by the phase. The phase
depends on both the spatial and temporal coordinates. For a planar wave, the
phase varies linearly in time and space,

φ(x, t) = 2π(kx − νt) = 2π(kx −ukt), (14.64)

where k and ν are the wave number and the frequency of the pattern, respec-
tively. Computing the temporal and spatial derivatives of the phase, i. e., the
spatiotemporal gradient, yields both the wave number and the frequency of the
moving periodic structure:

∇xtφ =
[
φx
φt

]
= 2π

[
k

−ν
]
. (14.65)
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Then the velocity is given as the ratio of the frequency to the wave number:

u = ν
k
= −∂tφ

/
∂xφ . (14.66)

This formula is very similar to the estimate based on the optical flow (Eq. (14.11)).
In both cases, the velocity is given as a ratio of temporal and spatial derivatives.

Direct computation of the partial derivatives from the phase signal is not ad-
visable because of the inherent discontinuities in the phase signal (restriction
to the main interval [−π,π[). As we discussed in Section 13.4.6, it is possi-
ble to compute the phase gradients directly from the output of a quadrature
filter pair. If we denote the quadrature filter pair with p(x, t) and q(x, t), the
spatiotemporal phase gradient is given by (compare Eq. (13.52)):

∇xtφ(x, t) = p(x, t)∇xtp(x, t)− q(x, t)∇xtq(x, t)p2(x, t)+ q2(x, t)
. (14.67)

Using Eq. (14.66), the phase derived optical flow f is

f = − pqt − qpt
p qx − qpx . (14.68)

14.6.2 Evaluation and Comparison

At first sight the phase method appears to offer nothing new. Replacing the
gray value by the phase is a significant improvement, however, as the phase is
much less dependent on the illumination than the gray value itself. Using only
the phase signal, the amplitude of the gray value variations may change without
affecting the velocity estimates at all.

So far, we have only considered an ideal periodic gray value structure. Generally,
images are composed of gray value structures with different wave numbers.
From such a structure we cannot obtain useful phase estimates. Consequently,
we need to decompose the image into a set of wave number ranges.

This implies that the phase method is not appropriate to handle two-dimensional
shifts. It is essentially a 1-D concept which measures the motion of a linearly
oriented structure, e. g., a planar wave, in the direction of the gray value gradi-
ents. From this fact, Fleet and Jepson [52] derived a new paradigm for motion
analysis. The image is decomposed with directional filters and in each of the
components normal velocities are determined.

The 2-D motion field is then composed from these normal velocities. This ap-
proach has the advantage that the composition to a complete motion field is
postponed to a second processing step which can be adapted to the kind of
motion occurring in the images. Therefore this approach can also handle more
complex cases such as motion superimposition of transparent objects.

Fleet and Jepson [52] use a set of Gabor filters (Section 13.4.5) with an angular
resolution of 30° and a bandwidth of 0.8 octaves for the directional decompo-
sition.

Alternatively, a bandpass decomposition and a Hilbert filter (Section 13.4.2) can
be used. The motivation for this idea is the fact that the decomposition with
a set of Gabor filters, as proposed by Fleet and Jepson, does not allow easy
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reconstruction of the original image. The transfer functions of the Gabor filter
series do not add up to a unit transfer function but show considerable ripples,
as shown by Riemer [171].

A bandpass decomposition, for example using a Laplacian pyramid [19, 20],
does not share this disadvantage (Section 5.2.3). In addition, it is computation-
ally more efficient. However, we are faced with the problem that no directional
decomposition is gained.

Jähne [88, 89] showed how the concept of the Laplacian pyramid can effectively
be extended into a directiopyramidal decomposition. Each level of the pyramid
is further decomposed into two or four directional components which add up
directly to the corresponding isotropically filtered pyramid level (see also Sec-
tion 5.2.4).

14.6.3 From Normal Flow to 2-D Flow

As the phase method gives only the normal optical flow, a technique is required
to determine the two-dimensional optical flow from the normal flow. The basic
relation between the normal and 2-D flow is as follows. We assume that f⊥ is
a normal flow vector. It is a result of the projection of the 2-D flow vector f in
the direction of the normal flow. Thus we can write:

f⊥ = f̄⊥f , (14.69)

where f̄⊥ is a unit vector in the direction of the normal flow. From Eq. (14.69),
it is obvious that we can determine the unknown 2-D optical flow in a least
squares approach if we have more than two estimates of the normal flow in
different directions. In a similar way as in Section 14.3.2, this approach yields
the linear equation system⎡

⎣ f̄⊥xf̄⊥x f̄⊥xf̄⊥y

f̄⊥xf̄⊥y f̄⊥yf̄⊥y

⎤
⎦[

f1

f2

]
=

⎡
⎣ f̄⊥xf⊥

f̄⊥yf⊥

⎤
⎦ (14.70)

with
f̄⊥pf̄⊥q =

∫
w(x − x′, t − t′)f̄⊥pf̄⊥qd2x′dt′ (14.71)

and
f̄⊥pf̄⊥ =

∫
w(x − x′, t − t′)f̄⊥pf⊥d2x′dt′. (14.72)

14.7 Additional Methods

14.7.1 Second-Order Differential Methods

The first-order differential method has the basic flaw that the continuity of
the optical flow gives only one constraint for the two unknown components of
the velocity (Section 14.3.1). So far we could only make up for this deficit by
modeling the velocity and thus using a whole neighborhood to determine one
estimate of the optical flow vector (Section 14.3.2).
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An alternative approach is to use multiple feature or multichannel images. Then
we can have two or more independent constraints at the same location and thus
may be able to determine both components of the optical flow at a single point.
The essential point, however, is that the new feature must bring really new
information into the image. It does not help at all if a new feature is closely
related to those already used.
In this way we come to an important generalization of the differential method.
We can apply any preprocessing to image sequences, or can extract arbitrary
feature images and apply all the methods discussed so far. If the continuity
of the optical flow is preserved for the original image, it is also for any fea-
ture image derived from the original image. We can both apply nonlinear point
operators as well as any neighborhood operator.
We first discuss the technique of Girosi et al. [61]. He applied the continuity
of the optical flow to two feature images, namely the horizontal and vertical
spatial derivative:

f∇gx + gxt = 0

f∇gy + gyt = 0.
(14.73)

The usage of horizontal and vertical derivative images thus results into a second-
order differential method with the solution

f = −H−1∇gt if detH ≠ 0, (14.74)

where H is the Hessian matrix as defined in Eq. (12.6).
If we also include the standard optical flow equation, we end up with an overde-
termined linear equation system with three equations and two unknowns:⎡

⎢⎣ gx gy
gxx gxy
gxy gyy

⎤
⎥⎦

⎡
⎣ f1

f2

⎤
⎦ = −

⎡
⎢⎣ gt
gxt
gyt

⎤
⎥⎦ . (14.75)

In this respect, fusion of images gained from different sensors may be a promis-
ing method. Markandey and Flinchbaugh [132], for example, used multispectral
imagery, one visible and one IR image. Image sequence processing of scenes
illuminated with light sources from different directions has been studied by
Woodham [222]. This approach is especially interesting since it has the poten-
tial to detect specular reflexes and thus to exclude an important source of errors
in motion estimation.

14.7.2 Differential Geometric Modeling

The discussion in the last sections clearly showed that the spatial structure of
the gray values governs the determination of motion. The first-order differential
method does not adequately account for this basic fact as we have just relied
on first-order spatial derivatives. Second-order differential methods provide a
direct solution, provided the Hessian matrix can be inverted (Eq. (14.73)). In
this section, we approach differential methods from a different point of view
using differential geometry . We assume that the gray value structure in the two
consecutive images differs only by a constant displacement s:

g (x − 1/2s, t1) = g (x + 1/2s, t2) . (14.76)
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This approach is another formulation of the continuity equation assuming only
a translation of the image and neglecting any rotation or deformation of surface
elements. We simply assume that the velocity field does not change in a small
neighborhood. For the sake of symmetry, we divide the displacement evenly
among the two images. With the assumption that the displacement vector s
and the size of the surface element are small, we can expand the gray value in
both images at the point x = 0 in a Taylor expansion. First we consider a first-
order expansion, i. e., we approximate the gray value distribution by a plane:

g (x ± 1/2s) = g0 +∇g · (x ± 1/2s) . (14.77)

The planes in both images must be identical except for the displacement s. We
sort the term in Eq. (14.77) in increasing powers of x in order to be able to
perform a coefficient comparison

g (x ± 1/2s) = g0 ± 1/2∇g s︸ ︷︷ ︸
offset

+ ∇g︸︷︷︸
slope

x. (14.78)

The first and second term contain the offset and slope of the plane, respectively.
We can now estimate the displacement s = (p, q)T from the condition that both
planes must be identical. Consequently, the two coefficients must be identical
and we obtain two equations:

g0(t1)− g0(t2) = 1/2
(∇g(t1)+∇g(t2)) s,

∇g(t1) = ∇g(t2).
(14.79)

The second equation states that the gradient must be equal in both images.
Otherwise, a plane fit of the spatial gray value does not seem to be a useful
representation. The first equation corresponds to the continuity of the optical
flow Eq. (14.9). In Eq. (14.79) only the temporal derivative is already expressed
in a discrete manner as the difference of the mean gray values in both images.
Another refinement is also due to the digitization in time. The gradient is re-
placed by the mean gradient of both images. Moreover, we use the displacement
vector field (DVF) s instead of the optical flow f . As expected, a plane fit of the
gray value distribution does not yield anything new. We are still only able to
estimate the velocity component in the direction of the gray value gradient.

Therefore a Taylor series expansion of Eq. (14.76) to the second order gives

g (x ± 1/2s) = g0

+ gx · (x ± 1/2s1)+ gy ·
(
y ± 1/2s2

)
+ 1/2gxx · (x ± 1/2s1)2 + 1/2gyy ·

(
y ± 1/2s2

)2

+ gxy · (x ± 1/2s1)
(
y ± 1/2s2

)
.

Nagel [144] performed a very similar modeling of the gray value geometry, ex-
panding it in a Taylor series up to second order. However, he ended up with
quite complex nonlinear equations, which could be solved easily only for spe-
cial conditions. He termed them gray value corner and gray value extreme. The
reason for the different results lies in the approach towards the solution. Nagel
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compares the Taylor expansion in the two images in a least square sense, while
here a direct coefficient comparison is performed.

A comparison of the coefficients of the second-order expansion yields six equa-
tions in total. The quadratic terms yield three equations which state that all
second-order spatial derivatives must coincide in both images:

gxx(t1) = gxx(t2),
gyy(t1) = gyy(t2),
gxy(t1) = gxy(t2).

If this is not the case, either the second-order expansion to the gray value dis-
tribution does not adequately fit the gray value distribution or the presumption
of a constant displacement in the neighborhood is not valid. The coefficient
comparison of the zero- and first-order terms results in the following three
equations:

−(g0(t2)− g0(t1)) = 1
2

(
gx(t1)+ gx(t2)

)
s1

+ 1
2

(
gy(t1)+ gy(t2)

)
s2,

−(gx(t2)− gx(t1)) = gxxs1 + gxys2,
−(gy(t2)− gy(t1)) = gyys2 + gxys1.

(14.81)

Surprisingly, the coefficient comparison for the zero-order term (offset) yields
the same result as the plane fit Eq. (14.79). This means that the DVF is computed
correctly by a simple plane fit, even if the gray value distribution is no longer
adequately fitted by a plane but by a second-order polynomial.

The two other equations constitute a simple linear equation system with two
unknowns: ⎡

⎣ gxx gxy

gxy gyy

⎤
⎦

⎡
⎣ s1

s2

⎤
⎦ = −

⎡
⎣ gx(t2)− gx(t1)
gy(t2)− gy(t1)

⎤
⎦ . (14.82)

We can easily invert the left 2× 2 matrix like we inverted the matrix, provided
that gxxgyy − (gxy)2 does not vanish. Therefore it is possible to estimate
the displacement between two images from a local neighborhood if we take
into account the curvatures of the gray value distribution. We have not yet
discussed the conditions the gray value distribution must meet, for Eq. (14.81)
to be invertible. This is the case if either a gray value extreme or a gray value
corner is encountered. As already mentioned, these terms were coined by Nagel
[144]. At a gray value extreme (as well as at a saddle point) both principal
curvatures are non-zero. Thus Eq. (14.82) can be solved. At a gray value corner,
only one principal curvature is zero, but the gradient in this direction is not.
Thus the first and second equation from Eq. (14.81) can be used to determine
both components of the optical flow vector.

With the differential geometric method no smoothing is required since second-
order derivatives at only one point are used. However, for a more robust esti-
mate of derivatives, often regularized derivative operators are used as discussed
in Section 12.7. Since convolution operations are commutative, this smoothing
could also be applied after computing the derivatives.
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The difference in the first-order spatial derivatives between the two images at
times t2 and t1 in the right-hand vector in Eq. (14.82) is a discrete approximation
of a temporal derivative which can be replaced by a temporal derivative opera-
tor. Then, the displacement vector has to be replaced by the optical flow vector.
Thus a continuous formulation of the differential geometric method results in⎡

⎣ gxx gxy

gxy gyy

⎤
⎦

⎡
⎣ f1

f2

⎤
⎦ = −

⎡
⎣ gxt

gyt

⎤
⎦ . (14.83)

14.7.3 Spatiotemporal Energy Models

Models using Gabor-like quadrature filters (Section 13.4.5) are common in bi-
ological vision. They are the basis for so-called spatiotemporal energy models
[2, 3, 77]. This term can easily be misunderstood. It is not the kinetic energy of
the moving objects that is referred to but the energy (squared amplitude) of a
signal at the sensor in a certain kν interval. Here we want to compare this type
of model with the differential method discussed previously.

One of the simplest models for 1-D motion vision uses just three quadrature
filters. This set of directional filters detects objects moving to the right or to
the left, and those which are not moving. We denote the squared magnitude of
these quadrature operators by R, L, and S. Then we can obtain an estimate of
the 1-D optical flow by using the operator [2, 3]:

U = R−L
S . (14.84)

An interesting interconnection of this approach with the differential method
(Section 14.3.2) can be found, so that the differential method can also be under-
stood as an energy extraction method.

We perform this comparison here for the analysis of 1-D motion, i. e., in a 2-D
space-time image. In this case, the solution of the differential method can be
written in operator notation according to Eq. (14.25) as

U′ = − Bxt (Dt · Dx)Bxt (Dx · Dx) . (14.85)

We rewrite this equation with a slight modification to smooth the images with
the binomial mask Bxt before we apply the derivative operators, i. e., we use a
regularized derivative operator (Section 12.7):

U′ = − Bxt [(DtBxt) · (DxBxt)]Bxt [(DxBxt) · (DxBxt)] . (14.86)

Smoothing with Bxt means a regularization of the derivative operator. The
indices xt indicate that the smoothing is performed along both the temporal
and spatial axes. Using the operator identity

AB = 1
4

[
(A+B)2 − (A−B)2

]
(14.87)

and the abbreviations

R′ = (Dx +Dt)Bxt, L′ = (Dx −Dt)Bxt, S′ = 2DxBxt, (14.88)
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Figure 14.13: Transfer functions for the convolution operators Eq. (14.88) to
detect objects moving right or left, or at rest: a R′, b L′, and c S′.

we can rewrite Eq. (14.86) and obtain a very similar expression as Eq. (14.84):

U′ = Bxt(R′ ·R′ − L′ · L′)
Bxt(S′ · S′) . (14.89)

The filters R′, L′, and S′ are regularized derivative filters. The transfer func-
tions show that objects moving to the right, to the left, and at rest are selected
(Fig. 14.13). These filters are not quadrature filters. The squaring of the filter
responses and further smoothing with Bxt , however, approximately results in
a phase-independent detection of the squared amplitude as with a quadrature
filter under certain conditions. Let us assume a fine-scale periodic structure.
The derivative filters will preserve these structures but remove the mean gray
value. The subsequent squaring of the zero-mean filter results yields a mean
gray value with half of the squared amplitude of the gray value variations and
a rapid spatial oscillation of the gray values with the double wave number (half
the wavelength). If the subsequent smoothing removes these fast oscillations,
a phase-independent response to the filter is obtained just as with a quadra-



434 14 Motion

ture filter. In contrast to quadrature filters, this result can only be achieved in
regions where the scales of the structures are so fine that the doubled wave
number can be removed with the smoothing filter.

14.8 Exercises

Problem 14.1: Accuracy of motion analysis

Interactive demonstration of the accuracy of several methods to determine
the motion field using test sequences with known velocity values; output of
errors; investigation of the influence of noise and temporal undersampling
(dip6ex14.01)

Problem 14.2: Motion analysis

Interactive demonstration of various methods for motion analysis with real im-
age sequences (dip6ex14.02)

Problem 14.3: ∗∗Accelerated morion

With accelerated motion, the continuity equation of the optical flow can be ex-
tended as follows:

(f + at)∇g + gt = 0

1. Formulate the overdetermined linear equation system for the optical flow f
and the acceleration a (4 parameters in 2-D images) with an approach similar
to that in Section 14.3.2.

2. Show that it is impossible to determine the acceleration if the sequence con-
tains only two images.

Problem 14.4: ∗∗Second-order differential method

The second-order differential method determines optical flow without further
averaging from Eq. (14.74). At which gray value structures it is possible to
determine optical flow from Eq. (14.74) without ambiguity? Does this cover all
types of second-order gray value structures at which it is principally possible
to determine the complete optical flow vector?

14.9 Further Readings

The following monographs on motion analysis are available: Singh [191], Fleet
[51], and Jähne [90]. A good survey of motion analysis can also be found in the
review articles of Beauchemin and Barron [8] and Jähne and Haußecker [95,
Chapter 10]. The latter article also includes the estimation of higher-order
motion fields. Readers interested in visual detection of motion in biological
systems are referred to the monograph edited by Smith and Snowden [192].
The extension of motion analysis to the estimation of parameters of dynamic
processes and illumination variation is described in Haußecker and Fleet [75],
Haußecker [74], and Jähne [93]. Methods to analyze various types of complex
motion are discussed in Jähne et al. [94].



15 Texture

15.1 Introduction

In Chapters 11 and 12 we studied smoothing and edge detection and
in Chapter 13 simple neighborhoods. In this chapter, we will take these
important building blocks and extend them to analyze complex patterns,
known as texture in image processing. Actually, textures demonstrate
the difference between an artificial world of objects whose surfaces are
only characterized by their color and reflectivity properties to that of
real-world imagery.

Our visual system is capable of recognizing and distinguishing tex-
ture with ease, as can be seen from Fig. 15.1. It appears to be a much
more difficult task to characterize and distinguish the rather “diffuse”
properties of the texture with some precisely defined parameters that
allow a computer to perform this task.

In this chapter we systematically investigate operators to analyze and
differentiate between textures. These operators are able to describe even
complex patterns with just a few characteristic figures. We thereby re-
duce the texture recognition problem to the simple task of distinguishing
gray values.

How can we define a texture? An arbitrary pattern that extends over
a large area in an image is certainly not recognized as a texture. Thus
the basic property of a texture is a small elementary pattern which is
repeated periodically or quasi-periodically in space like a pattern on a
wall paper. Thus, it is sufficient to describe the small elementary pattern
and the repetition rules. The latter give the characteristic scale of the
texture.

Texture analysis can be compared to the analysis of the structure
of solids, a research area studied in solid state physics, chemistry, and
mineralogy. A solid state physicist must find out the repetition pattern
and the distribution of atoms in the elementary cell. Texture analysis is
complicated by the fact that both the patterns and periodic repetition
may show significant random fluctuation, as shown in Fig. 15.1.

Textures may be organized in a hierarchical manner, i. e., they may
look quite different at different scales. A good example is the curtain
shown in Fig. 15.1a. On the finest scale our attention is focused on the
individual threads (Fig. 15.2a). Then the characteristic scale is the thick-
ness of the threads. They also have a predominant local orientation. On

435
B. Jähne, Digital Image Processing Copyright © 2005 by Springer-Verlag
ISBN 3–540–24035–7 All rights of reproduction in any form reserved.



436 15 Texture
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Figure 15.1: Examples of textures: a curtain; b wood; c dog fur; d woodchip
paper; e, f clothes.

the next coarser level, we will recognize the meshes of the net (Fig. 15.2b).
The characteristic scale here shows the size of the meshes. At this level,
the local orientation is well distributed. Finally, at an even coarser level,
we no longer recognize the individual meshes, but observe the folds of
the curtain (Fig. 15.2c). They are characterized by yet another character-
istic scale, showing the period of the folds and their orientation. These
considerations emphasize the importance of multiscale texture analysis.
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a b c

Figure 15.2: Hierarchical organization of texture demonstrated by showing the
image of the curtain in Fig. 15.1a at different resolutions.

Thus multiscale data structures as discussed in the first part of this book
(Chapter 5) are essential for texture analysis.

Generally, two classes of texture parameters are of importance. Tex-
ture parameters may or may not be rotation and scale invariant. This
classification is motivated by the task we have to perform.

Imagine a typical industrial or scientific application in which we want
to recognize objects that are randomly oriented in the image. We are not
interested in the orientation of the objects but in their distinction from
each other. Therefore, texture parameters that depend on orientation
are of no interest. We might still use them but only if the objects have
a characteristic shape which then allows us to determine their orienta-
tion. We can use similar arguments for scale-invariant features. If the
objects of interest are located at different distances from the camera,
the texture parameter used to recognize them should also be scale in-
variant. Otherwise the recognition of the object will depend on distance.
However, if the texture changes its characteristics with the scale — as
in the example of the curtain in Fig. 15.1a — the scale-invariant texture
features may not exist at all. Then the use of textures to characterize
objects at different distances becomes a difficult task.

In the examples above, we were interested in the objects themselves
but not in their orientation in space. The orientation of surfaces is a
key feature for another image processing task, the reconstruction of a
three-dimensional scene from a two-dimensional image. If we know the
surface of an object shows a uniform texture, we can analyze the orien-
tation and scales of the texture to find the orientation of the surface in
space. For this, the characteristic scales and orientations of the texture
are needed.

Texture analysis is one of those areas in image processing which
still lacks fundamental knowledge. Consequently, the literature con-
tains many different empirical and semiempirical approaches to texture
analysis. Here these approaches are not reiterated. In contrast, a rather
simple approach to texture analysis is presented which builds complex
texture operators from elementary operators.
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For texture analysis only four fundamental texture operators are used:

• mean,

• variance,

• orientation,

• scale,

which are applied at different levels of the hierarchy of the image process-
ing chain. Once we have, say, computed the local orientation and the lo-
cal scale, the mean and variance operators can be applied again, now not
to the mean and variance of the gray values but to the local orientation
and local scale.

These four basic texture operators can be grouped in two classes.
The mean and variance are rotation and scale independent, while the
orientation and scale operators just determine the orientation and scale,
respectively. This important separation between parameters invariant
and variant to scale and rotation significantly simplifies texture analysis.
The power of this approach lies in the simplicity and orthogonality of
the parameter set and the possibility of applying it hierarchically.

15.2 First-Order Statistics

15.2.1 Basics

All texture features based on first-order statistics of the gray value dis-
tributions are by definition invariant on any permutation of the pixels.
Therefore they do not depend on the orientation of objects and — as
long as fine-scale features do not disappear at coarse resolutions — on
the scale of the object. Consequently, this class of texture parameter is
rotation and scale invariant.

The invariance of first-order statistics to pixel permutations has, how-
ever, a significant drawback. Textures with different spatial arrange-
ments but the same gray value distribution cannot be distinguished.
Here is a simple example. A texture with equally wide black and white
stripes and a texture with a black and white chess board have the same bi-
modal gray value distribution but a completely different spatial arrange-
ment of the texture.

Thus many textures cannot be distinguished by parameters based on
first-order statistics. Other classes of texture parameter are required in
addition for a better distinction of different textures.

15.2.2 Local Variance

All parameters that are deviating from the statistics of the gray values
of individual pixels are basically independent of the orientation of the
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objects. In Section 3.2.2 we learnt to characterize the gray value distri-
bution by the mean, variance, and higher moments. To be suitable for
texture analysis, the estimate of these parameters requires to be aver-
aged over a local neighborhood. This leads to a new operator estimating
the local variance.

In the simplest case, we can select a mask and compute the para-
meters only from the pixels contained in this window M . The variance
operator , for example, is then given by

vmn = 1
P − 1

∑
m′,n′∈M

(
gm−m′,n−n′ − gmn

)2 . (15.1)

The sum runs over the P image points of the window. The expression
gmn denotes the mean of the gray values at the point [m,n]T , computed
over the same window M :

gmn =
1
P

∑
m′,n′∈M

gm−m′,n−n′ . (15.2)

It is important to note that the variance operator is nonlinear. However,
it resembles the general form of a neighborhood operation — a convolu-
tion. Combining Eqs. (15.1) and (15.2), we can show the variance operator
is a combination of linear convolution and nonlinear point operations

vmn = 1
P − 1

⎡
⎢⎣ ∑
m′,n′∈M

g2
m−m′,n−n′ −

⎛
⎝ 1
P

∑
m′,n′∈M

gm−m′,n−n′

⎞
⎠2

⎤
⎥⎦ , (15.3)

or, in operator notation,

V = R(I · I)− (R ·R). (15.4)

The operator R denotes a smoothing over all the image points with a
box filter of the size of the window M . The operator I is the identity
operator. Therefore the operator I · I performs a nonlinear point oper-
ation, namely the squaring of the gray values at each pixel. Finally, the
variance operator subtracts the square of a smoothed gray value from
the smoothed squared gray values. From discussions on smoothing in
Section 11.3 we know that a box filter is not an appropriate smoothing
filter. Thus we obtain a better variance operator if we replace the box
filter R with a binomial filter B

V = B(I · I)− (B · B). (15.5)

We know the variance operator to be isotropic. It is also scale inde-
pendent if the window is larger than the largest scales in the textures
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a b

c d

Figure 15.3: Variance operator applied to different images: a Fig. 11.6a; b
Fig. 15.1e; c Fig. 15.1f; d Fig. 15.1d.

and if no fine scales of the texture disappear because the objects are lo-
cated further away from the camera. This suggests that a scale-invariant
texture operator only exists if the texture itself is scale invariant.

The application of the variance operator Eq. (15.5) with B16 to several
images is shown in Fig. 15.3. In Fig. 15.3a, the variance operator turns
out to be an isotropic edge detector, because the original image contains
areas with more or less uniform gray values.

The other three examples in Fig. 15.3 show variance images from tex-
tured surfaces. The variance operator can distinguish the areas with
the fine horizontal stripes in Fig. 15.1e from the more uniform surfaces.
They appear as uniform bright areas in the variance image (Fig. 15.3b).
The variance operator cannot distinguish between the two textures in
Fig. 15.3c. As the resolution is still finer than the characteristic repeti-
tion scale of the texture, the variance operator does not give a uniform
estimate of the variance in the texture. The chipwood paper (Fig. 15.3d)
also gives a non-uniform response to the variance operator because the
pattern shows significant random fluctuations.
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a b

c d

Figure 15.4: Coherence of local orientation of a piece of cloth with regions of
horizontal stripes (Fig. 15.1e), b dog fur (Fig. 15.1c), c curtain (Fig. 15.1a), and
d woodchip wall paper.

15.2.3 Higher Moments

Besides the variance, we could also use the higher moments of the gray
value distribution as defined in Section 3.2.2 for a more detailed descrip-
tion. The significance of this approach may be illustrated with examples
of two quite different gray value distributions, a normal and a bimodal
distribution:

p(g) = 1√
2πσ

exp
(
−g − g

2σ 2

)
, p′(g) = 1

2

(
δ(g + σ)+ δ(g − σ)) .

Both distributions show the same mean and variance. Because both dis-
tributions are of even symmetry, all odd moments are zero. Thus the
third moment (skewness) is also zero. However, the forth and all higher-
order even moments of the two distributions are different.
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15.3 Rotation and Scale Variant Texture Features

15.3.1 Local Orientation

As local orientation has already been discussed in detail in Chapter 13,
we now only discuss some examples to illustrate the significance of local
orientation for texture analysis. As this book contains only gray scale
images, we only show coherence images of the local orientation.

Figure 15.4 shows the coherence measure for local orientation as de-
fined in Section 13.3. This measure is one for an ideally oriented texture
where the gray values change only in one direction, and zero for a dis-
tributed gray value structure. The coherency measure is close to one in
the areas of the piece of shirt cloth with horizontal stripes (Fig. 15.4a)
and in the dense parts of the dog fur (Fig. 15.4b).

The orientation analysis of the curtain (Fig. 15.1a) results in an inter-
esting coherency pattern (Fig. 15.4c). The coherency is high along the
individual threads, but not at the corners where two threads cross each
other, or in most of the areas in between. The coherency of the local
orientation of the woodchip paper image (Fig. 15.1d) does not result in
a uniform coherence image as this texture shows no predominant local
orientation.

15.3.2 Local Wave Number

In Section 13.4 we discussed in detail the computation of the local wave
number from a quadrature filter pair by means of either a Hilbert filter
(Section 13.4.2) or quadrature filters (Section 13.4.5). In this section we
apply these techniques to compute the characteristic scale of a texture
using a directiopyramidal decomposition as a directional bandpass filter
followed by Hilbert filtering.

The piece of shirt cloth in Fig. 15.5a shows distinct horizontal stripes
in certain parts. This image is first bandpass filtered using the levels one
and two of the vertical component of a directiopyramidal decomposition
of the image (Fig. 15.5b). Figure 15.5c shows the estimate of the local
wave number (component in vertical direction).

All areas are masked out in which the amplitude of the corresponding
structure (Fig. 15.5d) is not significantly higher than the noise level. In
all areas with the horizontal stripes, a local wave number was computed.
The histogram in Fig. 15.5e shows that the peak local wave number is
about 0.133.

This structure is sampled about 7.5 times per wavelength. Note the
long tail of the distribution towards short wave numbers. Thus a sec-
ondary larger-scale structure is contained in the texture. This is indeed
given by the small diagonal stripes.



15.3 Rotation and Scale Variant Texture Features 443

a b

c d

e

0

500

1000

1500

2000

2500

3000

0 0.05 0.1 0.15 0.2

Figure 15.5: Determination of the characteristic scale of a texture by computa-
tion of the local wave number: a original texture, b directional bandpass using the
levels one and two of the vertical component of a directiopyramidal decomposi-
tion, c estimate of the local wave number (all structures below a certain threshold
are masked to black), d amplitude of the local wave number, and e histogram of
the local wave number distribution (units: number of periods per pixel).

Figure 15.6 shows the same analysis for a textured wood surface.
This time the texture is more random. Nevertheless, it is possible to
determine the local wave number. It is important, though, to mask out
the areas in which no significant amplitudes of the bandpass filtered
image are present. If the masking is not performed, the estimate of the
local wave number will be significantly distorted. With the masking a
quite narrow distribution of the local wave number is found with a peak
at a wave number of 0.085.
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Figure 15.6: Same as Fig. 15.5 applied to a textured wood surface.

15.3.3 Pyramidal Texture Analysis

The Laplace pyramid is an alternative to the local wave number opera-
tor, because it results in a bandpass decomposition of the image. This
decomposition does not compute a local wave number directly, but we
can obtain a series of images which show the texture at different scales.

The variance operator takes a very simple form with a Laplace pyra-
mid, as the mean gray value, except for the coarsest level, is zero:

V = B(L(p) · L(p)). (15.6)

Figure 15.7 demonstrates how the different textures from Fig. 15.1f
appear at different levels of the Laplacian pyramid. In the two finest
scales at the zero and first level of the pyramid (Fig. 15.7a, b), the vari-
ance is dominated by the texture itself. The most pronounced feature
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Figure 15.7: Application of the variance operator to levels 0 to 3 of the Laplace
pyramid of the image from Fig. 15.1f.

is the variance around the dot-shaped stitches in one of the two tex-
tures. At the second level of the Laplacian pyramid (Fig. 15.7c), the dot-
shaped stitches are smoothed away and the variance becomes small in
this texture while the variance is still significant in the regions with the
larger vertically and diagonally oriented stitches. Finally, the third level
(Fig. 15.7d) is too coarse for both textures and thus dominated by the
edges between the two texture regions because they have a different
mean gray value.

The Laplace pyramid is a data structure well adapted for the analysis
of hierarchically organized textures that may show different character-
istics at different scales, as in the example of the curtain discussed in
Section 15.1. In this way we can apply such operators as local variance
and local orientation at each level of the pyramid. The simultaneous
application of the variance and local orientation operators at multiple
scales gives a rich set of features, which allows even complex hierar-
chically organized textures to be distinguished. It is important to note
that application of these operations on all levels of the pyramid only
increases the number of computations by a factor of 4/3 for 2-D images.
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15.4 Exercises

Problem 15.1: Statistical parameters for texture analysis

Interactive demonstration of statistical parameters for texture analysis
(dip6ex15.01)

Problem 15.2: Local orientation for texture analysis

Interactive demonstration of texture analysis using the structure tensor for ori-
entation analysis (dip6ex15.02)

Problem 15.3: Texture analysis with pyramids

Interactive demonstration of texture analysis with a multiscale approach on
pyramids (dip6ex15.03)

Problem 15.4: ∗∗Features for texture analysis

Which features are suitable for texture analysis? Try to list the features in a
systematic way starting from the simplest possible feature such a the mean
gray value and continuing to more and more complex textures. Briefly explain
your approach!

Problem 15.5: ∗∗Strukture tensor for texture analysis

Which types of texture can be differentiated with the structure tensor and which
types cannot?
(Hint: Use examples of patterns leading to the same features to explain which
textures cannot be distinguished by the structure tensor.)

Problem 15.6: ∗∗Invariant texture features

Show which of the listed texture features is invariant under a change of the
scale, rotation, and a change of the brightness of the image:
1. Variance operator: (G− BG)2
2. Local gray value histogram computed in a certain neighborhood
3. Local histogram of the first-order derivative in x direction
4. Magnitude of the gray value gradient
5. Angle of the orientation vector
6. Coherency of local orientation
7. Variance of the angle of the orientation vector
Is it possible to make the features, which depend on the brightness of the image,
invariant against brightness changes? If yes, how?

15.5 Further Readings

The textbooks of Jain [99, Section 9.11] and Pratt [159, Chapter 17] deal also with
texture analysis. Further references for texture analysis are the monography
of Rao [163], the handbook by Jähne et al. [96, Vol. 2, Chapter 12], and the
proceedings of the workshop on texture analysis, edited by Burkhardt [17].
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16 Segmentation

16.1 Introduction

All image processing operations discussed in the preceding chapters
aimed at a better recognition of objects of interest, i. e., at finding suit-
able local features that allow us to distinguish them from other objects
and from the background. The next step is to check each individual pixel
to see whether it belongs to an object of interest or not. This operation is
called segmentation and produces a binary image. A pixel has the value
one if it belongs to the object; otherwise it is zero. Segmentation is the
operation at the threshold between low-level image processing and im-
age analysis. After segmentation, we know which pixel belongs to which
object. The image is parted into regions and we know the discontinuities
as the boundaries between the regions. After segmentation, we can also
analyze the shape of objects with operations such as those discussed in
Chapter 19.

In this chapter, we discuss several types of elementary segmentation
methods. Basically we can think of several basic concepts for segmen-
tation. Pixel-based methods (Section 16.2) only use the gray values of
the individual pixels. Region-based methods (Section 16.4) analyze the
gray values in larger areas. Finally, edge-based methods (Section 16.3)
detect edges and then try to follow them. The common limitation of all
these approaches is that they are based only on local information. Even
then they use this information only partly. Pixel-based techniques do
not even consider the local neighborhood. Edge-based techniques look
only for discontinuities, while region-based techniques analyze homo-
geneous regions. In situations where we know the geometric shape of
an object, model-based segmentation can be applied (Section 16.5). We
discuss an approach to the Hough transform that works directly from
gray scale images (Section 16.5.3).

16.2 Pixel-Based Segmentation

Point-based or pixel-based segmentation is conceptually the simplest ap-
proach we can take for segmentation. We may argue that it is also the
best approach. Why? The reason is that instead of trying a complex
segmentation procedure, we should rather first use the whole palette
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Figure 16.1: Segmentation with a global threshold: a original image; b his-
togram; c–e upper right sector of a segmented with global thresholds of 110,
147, and 185, respectively.

of techniques we have discussed so far in this book to extract those
features that characterize an object in a unique way before we apply a
segmentation procedure. It is always better to solve the problem at its
root. If an image is unevenly illuminated, for instance, the first thing to
do is to optimize the illumination of the scene. If this is not possible, the
next step would be to identify the unevenness of the illumination sys-
tem and to use corresponding image processing techniques to correct it.
One possible technique has been discussed in Section 10.3.2.

If we have found a good feature to separate the object from the back-
ground, the histogram of this feature will show a bimodal distribution
with two distinct maxima as in Fig. 16.1b. We cannot expect that the
probability for gray values between the two peaks will be zero. Even if
there is a sharp transition of gray values at the edge of the objects, there
will always be some intermediate values due to a nonzero point spread
function of the optical system and sensor (Sections 7.6.1 and 9.2.1). The
smaller the objects are, the more area in the image is occupied by inter-
mediate values filling the histograms in between the values for object
and background (Fig. 16.1b).

How can we find an optimum threshold in this situation? In the case
shown in Fig. 16.1, it appears to be easy because both the background
and the object show rather uniform gray values. Thus we obtain a good
segmentation for a large range of thresholds, between a low threshold of
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Figure 16.2: Segmentation of an image with a graded background: a original
image; b profile of column 55 (as marked in a); c–e first 64 columns of a seg-
mented with global thresholds of 90, 120, and 150, respectively.

110, where the objects start to get holes (Fig. 16.1c), and a high threshold
of 185, close to the value of the background, where some background
pixels are detected as object pixels.

However, a close examination of Fig. 16.1c–e reveals that the size of
the segmented objects changes significantly with the level of the thresh-
old. Thus it is critical for a bias-free determination of the geometrical
features of an object to select the correct threshold. This cannot be per-
formed without knowledge about the type of the edge between the object
and the background. In the simple case of a symmetrical edge, the cor-
rect threshold is given by the mean gray value between the background
and the object pixels.

This strategy fails as soon as the background is not uniform, or if
objects with different gray values are contained in the image (Figs. 16.2
and 16.3). In Fig. 16.2b, the segmented letters are thinner in the upper,
brighter part of the image. Such a bias is acceptable for some applica-
tions such as the recognition of typeset letters. However, it is a serious
flaw for any gauging of object sizes and related parameters.
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Figure 16.3: Segmentation of an image with an uneven illumination: a orig-
inal image with inhomogeneous background illumination (for histogram, see
Fig. 10.10b); b profile of row 186 (as marked in a); c and d segmentation results
with an optimal global threshold of the images in a before and after the image
is first corrected for the inhomogeneous background (Fig. 10.10c), respectively.

Figure 16.3a shows an image with two types of circles; both are circles
but of different brightness. The radiance of the brighter circles comes
close to the background. Indeed, a histogram (Fig. 10.10b) shows that the
gray values of these brighter circles no longer form a distinct maximum
but overlap with the wide distribution of the background.

Consequently, the global thresholding fails (Fig. 16.3c). Even with
an optimal threshold, some of the background in the right upper and
lower corners are segmented as objects and the brighter circles are still
segmented only partly. If we first correct for the inhomogeneous illu-
mination as illustrated in Fig. 10.10, all objects are segmented perfectly
(Fig. 16.3d). We still have the problem, however, that the areas of the dark
circles are too large because the segmentation threshold is too close to
the background intensity.
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16.3 Edge-Based Segmentation

16.3.1 Principle

We have seen in Section 16.2 that even with perfect illumination, pixel-
based segmentation results in a bias of the size of segmented objects
when the objects show variations in their gray values (Figs. 16.2 and
16.3). Darker objects will become too small, brighter objects too large.
The size variations result from the fact that the gray values at the edge
of an object change only gradually from the background to the object
value. No bias in the size occurs if we take the mean of the object and
the background gray values as the threshold. However, this approach
is only possible if all objects show the same gray value or if we apply
different thresholds for each objects.

An edge-based segmentation approach can be used to avoid a bias in
the size of the segmented object without using a complex thresholding
scheme. Edge-based segmentation is based on the fact that the position
of an edge is given by an extreme of the first-order derivative or a zero
crossing in the second-order derivative (Fig. 12.1). Thus all we have to
do is to search for local maxima in the edge strength and to trace the
maximum along the edge of the object.

16.3.2 Bias by Uneven Illumination

In this section, we study the bias of various segmentation techniques
by a nonuniform background and varying object brightness. We assume
that the object edge can be modeled adequately by a step edge that is
blurred by a point spread function h(x) with even symmetry. For the
sake of simplicity, we model the 1-D case. Then the brightness of the
object in the image with an edge at the origin can be written as

g(x) = g0

x∫
−∞
h(x)dx with

∞∫
−∞
h(x)dx = 1. (16.1)

We further assume that the background intensity can be modeled by a
parabolic variation of the form

b(x) = b0 + b1x + b2x2. (16.2)

Then the total intensity in the image is given by

g(x) = g0

x∫
−∞
h(x)dx + b0 + b1x + b2x2. (16.3)

The first and second derivatives are

gx(x) = g0h(x)+ b1 + 2b2x,

gxx(x) = g0hx(x)+ 2b2.
(16.4)
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Around the maximum, we can approximate the point spread function
h(x) by a parabola: h(x) ≈ h0 − h2x2. Then

gx(x) ≈ g0h0 − g0h2x2 + b1 + 2b2x,

gxx(x) ≈ −2g0h2x + 2b2.
(16.5)

The position of the edge is given as the zero of the second derivative.
Therefore the bias in the edge position estimation, xb, is given from
Eq. (16.5) as

xb ≈ b2

g0h2
. (16.6)

From Eq. (16.6) we can conclude:

1. Edge-based segmentation shows no bias in the edge position even if
the background intensity is sloped.

2. Edge-based segmentation shows no bias with the intensity g0 of the
edge as it is the case with intensity-based segmentation (Section 16.2).

3. Edge-based segmentation is only biased by a curvature in background
intensity. The bias is directly related to the ratio of the curvature
in the background intensity to the maximum curvature of the point
spread function. This means that the bias is higher for blurred edges.
The bias is also inversely proportional to the intensity of the object
and thus seriously affects only objects with weak contrast.

16.3.3 Edge Tracking

Edge-based segmentation is a sequential method. In contrast to pixel-
based and most region-based segmentations, it cannot be performed in
parallel on all pixels. The next step to be performed rather depends on
the results of the previous steps. A typical approach is as described
in the following. The image is scanned line by line for maxima in the
magnitude of the gradient. When a maximum is encountered, a tracing
algorithm tries to follow the maximum of the gradient around the object
until it reaches the starting point again. Then a search begins for the
next maximum in the gradient. Like region-based segmentation, edge-
based segmentation takes into account that an object is characterized
by adjacent pixels.

16.4 Region-Based Segmentation

16.4.1 Principles

Region-based methods focus our attention on an important aspect of
the segmentation process we missed with point-based techniques. There
we classified a pixel as an object pixel judging solely on its gray value
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independently of the context. This meant that isolated points or small
areas could be classified as object pixels, disregarding the fact that an
important characteristic of an object is its connectivity .

In this section we will not discuss such standard techniques as split-
and-merge or region-growing techniques. Interested readers are referred
to Rosenfeld and Kak [174] or Jain [99]. Here we discuss rather a tech-
nique that aims to solve one of the central problems of the segmentation
process.

If we use not the original image but a feature image for the segmenta-
tion process, the features represent not a single pixel but a small neigh-
borhood, depending on the mask sizes of the operators used. At the
edges of the objects, however, where the mask includes pixels from both
the object and the background, any feature that could be useful cannot
be computed. The correct procedure would be to limit the mask size at
the edge to points of either the object or the background. But how can
this be achieved if we can only distinguish the object and the background
after computation of the feature?

Obviously, this problem cannot be solved in one step, but only iter-
atively using a procedure in which feature computation and segmenta-
tion are performed alternately. In principle, we proceed as follows. In
the first step, we compute the features disregarding any object bound-
aries. Then we perform a preliminary segmentation and compute the
features again, now using the segmentation results to limit the masks of
the neighborhood operations at the object edges to either the object or
the background pixels, depending on the location of the center pixel. To
improve the results, we can repeat feature computation and segmenta-
tion until the procedure converges into a stable result.

16.4.2 Pyramid Linking

Burt [19] suggested a pyramid-linking algorithm as an effective imple-
mentation of a combined segmentation feature computation algorithm.
We will demonstrate it using the illustrative example of a noisy step edge
(Fig. 16.4). In this case, the computed feature is simply the mean gray
value. The algorithm includes the following steps:

1. Computation of the Gaussian pyramid. As shown in Fig. 16.4a, the
gray values of four neighboring pixels are averaged to form a pixel on
the next higher level of the pyramid. This corresponds to a smoothing
operation with a box filter.

2. Segmentation by pyramid-linking. As each pixel contributes to ei-
ther of two pixels on the higher level, we can now decide to which it
most likely belongs. The decision is simply made by comparing the
gray values and choosing the pixel next to it. The link is pictured in
Fig. 16.4b by an edge connecting the two pixels. This procedure is
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Figure 16.4: Pyramid-linking segmentation procedure with a one-dimensional
noisy edge: a computation of the Gaussian pyramid; b node-linking; c re-
computation of the mean gray values; d final result after several iterations of
steps b and c .
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a b

c d

Figure 16.5: Noisy a tank and c blood cell images segmented with the pyramid-
linking algorithm in b two and d three regions, respectively; after Burt [19].

repeated through all the levels of the pyramid. As a result, the links
in the pyramid constitute a new data structure. Starting from the top
of the pyramid, one pixel is connected with several pixels on the next
lower level. Such a data structure is called a tree in computer science.
The links are called edges; the data points are the gray values of the
pixels and are denoted as nodes or vertices. The node at the highest
level is called the root of the tree and the nodes with no further links
are called the leaves of the tree. A node linked to a node at a lower
level is denoted as the father node of this node. Correspondingly,
each node linked to a node at a higher level is defined as the son node
of this node.

3. Averaging of linked pixels. Next, the resulting link structure is used
to recompute the mean gray values, now using only the linked pixels
(Fig. 16.4c), i. e., the new gray value of each father node is computed as
the average gray value of all the son nodes. This procedure starts at
the lowest level and is continued through all the levels of the pyramid.

The last two steps are repeated iteratively until we reach a stable
result shown in Fig. 16.4d. An analysis of the link-tree shows the result
of the segmentation procedure. In Fig. 16.4d we recognize two subtrees,
which have their roots in the third level of the pyramid. At the next lower
level, four subtrees originate. But the differences in the gray values at
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this level are significantly smaller. Thus we conclude that the gray value
structure is obviously parted into two regions. Then we obtain the final
result of the segmentation procedure by transferring the gray values at
the roots of the two subtrees to the linked nodes at the lowest level.
These values are shown as braced numbers in Fig. 16.4d.

The application of the pyramid-linking segmentation algorithm to
two-dimensional images is shown in Fig. 16.5. Both examples illustrate
that even very noisy images can be successfully segmented with this
procedure. There is no restriction on the form of the segmented area.

The pyramid-linking procedure merges the segmentation and the com-
putation of mean features for the objects extracted in an efficient way
by building a tree on a pyramid. It is also advantageous that we do not
need to know the number of segmentation levels beforehand. They are
contained in the structure of the tree. Further details of pyramid-linking
segmentation are discussed in Burt et al. [21] and Pietikäinen and Rosen-
feld [155].

16.5 Model-Based Segmentation

16.5.1 Introduction

All segmentation techniques discussed so far utilize only local informa-
tion. In Section 1.6 (Fig. 1.16) we noted the remarkable ability of the hu-
man vision system to recognize objects even if they are not completely
represented. It is obvious that the information that can be gathered from
local neighborhood operators is not sufficient to perform this task. In-
stead we require specific knowledge about the geometrical shape of the
objects, which can then be compared with the local information.

This train of thought leads to model-based segmentation. It can be
applied if we know the exact shape of the objects contained in the image.
We consider here only the simplest case: straight lines.

16.5.2 Parameter Space; Hough Transform

The approach discussed here detects lines even if they are disrupted by
noise or are only partially visible. We start by assuming that we have a
segmented image that contains lines of this type. The fact that points
lie on a straight line results in a powerful constraint that can be used to
determine the parameters of the straight line. For all points [xn,yn]T
on a straight line, the following condition must be met:

yn = a0 + a1xn, (16.7)
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mapped onto the [a0, a1]T model space (b).

where a0 and a1 are the offset and slope of the line. We can read
Eq. (16.7) also as a condition for the parameters a0 and a1:

a1 = ynxn −
1
xn
a0. (16.8)

This is again the equation for a line in a new space spanned by the
parameters a0 and a1. In this space, the line has the offset yn/xn and a
slope of −1/xn.

With one point given, we already cease to have a free choice of a0 and
a1 as the parameters must satisfy Eq. (16.8).

The space spanned by the model parameters a0 and a1 is called the
model space. Each point reduces the model space to a line. Thus, we
can draw a line in the model space for each point in the data space, as
illustrated in Fig. 16.6. If all points lie on a straight line in the data space,
all lines in the model space meet in one point which gives the parameters
a0 and a1 of the lines. As a line segment contains many points, we
obtain a reliable estimate of the two parameters of the line. In this way,
a line in the data space is mapped onto a point in the model space.
This transformation from the data space to the model space via a model
equation is called the Hough transform. It is a versatile instrument to
detect lines even if they are disrupted or incomplete.

In practical applications, the well-known equation of a straight line
given by Eq. (16.7) is not used. The reason is simply that the slope of
a line may become infinite and is thus not suitable for a discrete model
space. A better parameterization of a straight line is given by using two
different parameters with finite values. One possibility is to take the
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a b

c d

Figure 16.7: Orientation-based fast Hough transform: a and b unevenly illumi-
nated noisy squares; c and d Hough model space with the distance d (horizontal
axis) and the angle θ (vertical axis) of the lines according to Eq. (16.9) for a and
b, respectively.

angle of the slope of the line and the distance of the line from the center
of the coordinate system. With these two parameters, the equation of a
straight line can be written as

n̄x = d or x cosθ +y sinθ = d, (16.9)

where n̄ is a vector normal to the line and θ the angle of this vector to
the x axis of the image coordinate system.

The drawback of the Hough transform method for line detection is
the high computational effort. For each point in the image, we must
compute a line in the parameter space and increment each point in the
model space through which the line passes.
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16.5.3 Orientation-Based Fast Hough Transform

A significant speed-up of the Hough transform can be obtained by using
additional information from low-level image processing. The analysis of
local neighborhoods with the structure tensor method not only detects
edges but also gives their slope. Therefore, we have two pieces of infor-
mation for each point in the image if it lies on an edge: a point through
which the edge passes and its orientation. This already completely de-
scribes the line.

Consequently, each point on a line in the image space corresponds no
longer to a line — as discussed in Section 16.5.2 — but to a single point
in the parameter space. The one-to-one correspondence considerably
speeds up the computation of the Hough transform. For each point in
the image, we only need to add one point to the parameter space.

An application of the orientation-based Hough transform is demon-
strated in Fig. 16.7. Figure 16.7a, b shows noisy images with a square. To
extract the edges of the rectangle, no segmentation is required. We just
compute the components of the structure tensor with the techniques
described in Section 13.3.6. Then for each point in the image, θ and d
are computed according to Eq. (16.9).

As a weighting factor for the contribution of a point to the parameter
space, we use the length of the orientation vector. In this way, points
are weighted according to the certainty measure for the local orientation
and thus the edge strength.

In the Hough parameter space (Fig. 16.7c and d), four clusters show
up, corresponding to the four different lines of the square. The clusters
occur in pairs as two lines are parallel to each other and differ only by
the distance to the center of the image. Note how well the technique
works even at high noise levels.

16.6 Exercises

Problem 16.1: Simple segmentation methods

Interactive demonstration of simple segmentation methods (dip6ex16.01).

Problem 16.2: Hough transform

Interactive demonstration of the Hough transform (dip6ex16.02)

Problem 16.3: ∗∗Segmentation with constant background

All segmentation methods are faced with the problem of systematic errors. As-
sume that an image contains objects with different, but constant brightness.
The background has a constant brightness h. For the following computations
it is sufficient to use two objects with brightnesses g1 and g2. The objects have
a width l > 5 and are convolved by a rectangular point spread function with 5
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pixel width during the image acquisition process. The image signal contains an
additive zero mean white noise with a variance σ 2.
Three segmentation approaches are available:

P Pixel-based segmentation with a constant global threshold at the brightness
level t,

G Edge-based segmentation on the base of first-order derivative filters. The
edge position is given by the maximum value of the magnitude of the gradient.

L Edge-based segmentation on the base of second-order derivative filters. The
edge position is given by zero crossings of the Laplacian operator.

Answer the following questions for the three segmentation methods:

1. Which brightness difference is required in order to distinguish the objects
from the background in a statistically significant way? The difference be-
tween thresholds and signal levels should be at least three times the standard
deviation σ of the noise.

2. Is it possible that one of the methods causes a systematic error in the size
of the object? If yes, compute the systematic error and compare it for the
different methods.

Problem 16.4: ∗Segmentation with varying background

Answer the same questions as for Exercise 16.3 with the following image model:
An object with a constant brightness g and an inhomogeneous background with
a quadratic change:

h = h0 + h1x + h2x2

(Hint: It is sufficient to discuss the problem in one dimension.)

16.7 Further Readings

Pitas [156, Chapter 6] and Umbaugh [205, Section 2.4] deal with various stan-
dard algorithms for segmentation. Forsyth and Ponce [56, Kapitel 14] discusses
segmentation by Clustering.
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17.1 Introduction

17.1.1 Unifying Local Analysis and Global Knowledge

The model-based segmentation technique discussed in Section 16.5 is
a first step toward integrating global information into the process of
object recognition. It is an inflexible technique, however, as it requires
an exact parameterization of the objects to be detected. For real objects,
it is often not possible to establish such an explicit type of model.

In this chapter, we discuss very general approaches to link local with
global information that does not require an explicit model of the object.
Instead it uses flexible constraints to include information of global type.
The basic idea is to balance two counteracting requirements. On the one
side, the model should reproduce the given image data as close as possi-
ble. This requirement is known as the similarity constraint . On the other
side, the modeled data should meet some general global constraints that
can be inferred from the general knowledge about the observed scene.
In the simplest case this could be a smoothness constraint .

Generally, it is not possible to obtain an exact solution. Because all
real-world image data incorporate a certain uncertainty, an exact fit of
the data makes no sense. We rather expect a certain deviation of the
computed model data from the image data that can be compared with
the expected standard deviation of the noise contained in the data.

Thus we end up with a global optimization problem. Both kinds of
constraint must be combined in an appropriate way to find a solution
that has a minimum error with a given error norm.

This general approach can be applied to a wide range of image analy-
sis problems including such diverse tasks as

• restoration of images degraded by the image formation process (Chap-
ter 7),

• computation of depth maps from stereo images or any other imaging
sensor based on triangulation techniques (Chapter 8.2),

• computation of depth maps from shape from shading or photometric
stereo (Chapter 8.5),

• reconstruction of images from 3-D imaging techniques such as tomog-
raphy (Section 8.6) that deliver no direct images,
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• computation of motion or displacement vector fields from image se-
quences (Chapter 14),

• partition of images into regions (segmentation, Chapter 16), and

• computation of object boundaries (active contours or snakes).

Most of the features to be computed are scalar fields, but some of
them, such as the motion field or surface normals, are vector fields.
Therefore it is useful to extend the image modeling method to vector
quantities.

Before we start, it is useful to consider the purpose and limits of
modeling (Section 17.1.2). After detailing the general approach of varia-
tional image modeling in Section 17.2, we will discuss in Section 17.2.5
the important question discontinuities can be adequately incorporated
into global smoothness constraints. The variational approach results
in partial differential equations that are equivalent to transport equa-
tions including diffusion and reaction. Thus the discussion of diffusion
models in Section 17.3 casts another interesting view on the problem of
image modeling.

In the second part of this chapter, we turn to the discrete part of
image modeling and see that it can be understood as a discrete inverse
problem (Section 17.4). Electrical networks serve as an illustrative exam-
ple (Section 17.6.2). In Section 17.5 we finally show with the example of
inverse filtering how inverse problems can be solved efficiently.

17.1.2 Purpose and Limits of Models

The term model reflects the fact that any natural phenomenon can only
be described to a certain degree of accuracy and correctness. It is one
of the most powerful principles throughout all natural sciences to seek
the simplest and most general description that still describes the obser-
vations with minimum deviations. A handful of basic laws of physics
describe an enormously wide range of phenomena in a quantitative way.

Along the same lines, models are a useful and valid approach for im-
age processing tasks. However, models must be used with caution. Even
if the data seem to be in perfect agreement with the model assumptions,
there is no guarantee that the model assumptions are correct.

Figure 17.1 shows an illustrative example. The model assumptions
include a flat black object lying on a white background that is illuminated
homogeneously (Fig. 17.1a). The object can be identified clearly by low
gray values in the image, and the discontinuities between the high and
low values mark the edges of the object.

If the black object has a non-negligible thickness, however, and the
scene is illuminated by an oblique parallel light beam (Fig. 17.1c), we
receive exactly the same type of profile as for Fig. 17.1a. Thus, we do
not detect any deviation from the model assumption. Still only the right
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Figure 17.2: Demonstration of a systematic deviation from a model assump-
tion (object is black, background white) that cannot be inferred from the image
histogram.

edge is detected correctly. The left edge is shifted to the left because of
the shadowed region resulting in an image too large for the object.

Figure 17.2 shows another case. A black flat object fills half of the im-
age on a white background. The histogram (the distribution of the gray
values) clearly shows a bimodal shape with two peaks of equal height.
This tells us that basically only two gray values occur in the image, the
lower being identified as the black object and the higher as the white
background, each filling half of the image.

This does not mean, however, that any bimodal histogram stems from
an image where a black object fills half of the image against a white
background. Many other interpretations are possible. For instance, also
a white object could be encountered on a black background. The same
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bimodal histogram is also gained from an image in which both the ob-
ject and the background are striped black and white. In the latter case, a
segmentation procedure that allocates all pixels below a certain thresh-
old to the object and the others to the background would not extract the
desired object but the black stripes. This simple procedure only works
if the model assumption is met that the objects and the background are
of uniform brightness.

The two examples discussed above clearly demonstrate that even in
simple cases we can run into situations where the model assumptions
appear to be met — as judged by the image or quantities derived from
the image such as histograms — but actually are not. While it is quite
easy to see the failure of the model assumption in these simple cases,
this may be more difficult if not impossible in more complex cases.

17.2 Continuous Modeling I: Variational Approach

As discussed in the introduction (Section 17.1.1), a mathematically well-founded
approach to image modeling requires the setup of a model function and an error
functional that measures the residual deviations of the measured data from the
computed model data.

For image segmentation, a suitable modeling function could be a piecewise flat
target function f(x). Regions with constant values correspond to segmented
objects and discontinuities to object boundaries. The free parameters of this
model function would be gray values in the different regions and the boundaries
between the regions. The boundaries between the objects and the gray values
of the regions should be varied in such a way that the deviation between the
model function f(x) and the image data g(x) are minimal.

The global constraints of this segmentation example are rather rigid. Smooth-
ness constraints are more general. They tend to minimize the spatial variations
of the feature. This concept is much more general than using a kind of fixed
model saying that the feature should be constant as in the above segmentation
example or vary only linearly.

Such global constraints can be handled in a general way using variation calculus.
Before we turn to the application of variation calculus in image modeling, it is
helpful to start with a simpler example from physics.

17.2.1 Temporal Variational Problems: A Simple Example

Variation calculus has found widespread application throughout the natural
sciences. It is especially well known in physics. All basic concepts of theoreti-
cal physics can be formulated as extremal principles. Probably the best known
is Hamilton’s principle which leads to the Lagrange equation in theoretical me-
chanics [62].

As a simple example, we discuss the motion of a mass point. Without external
forces, the mass point will move with constant speed. The higher the mass, the
more force is required to change its speed. Thus the mass tends to smoothen



17.2 Continuous Modeling I: Variational Approach 467

the velocity when the particle is moving through a spatially and temporally
varying potential field V(x, t) that applies the force F = Vx(x, t) to the particle.
Hamilton’s principle says that the motion follows a path for which the following
integral is extreme:

t2∫
t1

1
2
mx2

t − V(x, t)dt. (17.1)

The temporal derivative of x is denoted in Eq. (17.1) by xt . The function in
the integral is known as the Lagrange function L(x,xt, t). The Lagrange func-
tion depends on the position x and the time t via the potential V(x, t) and on
the temporal derivative of the position, i. e., the velocity, via the kinetic energy
mx2

t /2 of the mass point.
The above integral equation is solved by the Euler-Lagrange equation

∂L
∂x

− d
dt
∂L
∂xt

= 0 or short Lx − d
dt
Lxt = 0. (17.2)

By this equation, the integral equation (Eq. (17.1)) can be converted into a dif-
ferential equation for a given Lagrange function.
As an illustrative example we compute the motion of a mass point in a harmonic
potential V(x) = εx2/2. The Lagrange function of this system is

L(x,xt, t) = T − V = 1
2
m(xt)2 − 1

2
εx2. (17.3)

The derivatives of the Lagrange function are

∂L
∂x

= −εx, ∂L
∂xt

=mxt, d
dt
∂L
∂xt

=mxtt. (17.4)

From the Euler equation (Eq. (17.2)) we obtain the simple second-order differ-
ential equation

mxtt + εx = 0. (17.5)

This second-order differential equation describes a harmonic oscillation of the
mass point in the potential with a circular frequency ω = √

ε/m.

17.2.2 Spatial and Spatiotemporal Variation Problems

In image processing it is required to formulate the variation problem for spa-
tially and temporally varying variables. The path of the mass point x(t), a scalar
function, has to be replaced by a spatial function or spatiotemporal f(x), i. e.,
by a scalar vector function of a vector variable. For image sequences, one of the
components of x is the time t.
Consequently, the Lagrange function now depends on the vector variable x.
Furthermore, it will not only be a function of f(x) and x explicitly. There will
be additional terms depending on the spatial (and possibly temporal) partial
derivatives of f . They are required as soon as we demand that f at a point
should be dependent on f in the neighborhood. In conclusion, the general
formulation of the error functional ε(f ) as a variation integral for g reads

ε(f ) =
∫
Ω

L
(
f , fxw ,x

)
dxW → minimum. (17.6)
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The area integral is calculated over a certain image domain Ω ∈ RW . Equa-
tion (17.6) already contains the knowledge that the extreme is a minimum. This
results from the fact that f should show a minimum deviation from the given
functions at certain points with additional constraints.
The corresponding Euler-Lagrange equation is:

Lf −
W∑
w=1

∂xwLfxw = 0. (17.7)

The variational approach can also be extended to vectorial features such as
the velocity in image sequences. Then, the Lagrange function depends on the
vectorial feature f = [f1, f2, . . . , fP ]

T , the partial derivatives of each component
fp of the feature in all directions (fp)xw , and explicitly on the coordinate x:

ε(f ) =
∫
Ω

L
(
f , (fp)xw ,x

)
dxW → minimum. (17.8)

From this equation, we obtain an Euler–Lagrange equation for each component
fp of the vectorial feature:

Lfp −
W∑
p=w

∂xwL(fp)xw = 0. (17.9)

17.2.3 Similarity Constraints

The similarity term is used to make the modeled feature similar to the mea-
sured feature. For a simple segmentation problem, in which the objects can be
distinguished by their gray value, the measured feature is the gray value itself
and the similarity term S is given by

L(f ,x) = S(f ,x) = ‖f(x)− g(x)‖n. (17.10)

This simply means that the deviation between the modeled feature and the
image measured with the Ln norm should be minimal. The most commonly
used norm is the L2 norm, leading to the well known least squares (LS) approach.
For a linear restoration problem, the original image f(x) is degraded by a con-
volution operation with the point spread function of the degradation h(x) (for
further details, see Section 17.5). Thus the measured image g(x) is given by

g(x) = h(x)∗ f(x). (17.11)

In order to obtain a minimum deviation between the measured and recon-
structed images, the similarity term is

S(f ,x) = ‖h(x)∗ f(x)− g(x)‖n. (17.12)

As a last example, we discuss the similarity constraint for motion determination.
In Section 14.3.2 we discussed that the optical flow should meet the brightness
constraint equation (14.9):

f (x, t)T ∇g(x, t)+ gt(x, t) = 0 (17.13)
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and used an approach that minimized the deviation from the optical flow in
a least squares sense (Eq. (14.15)). With the Ln norm, we obtain the following
similarity term:

S(f ,x, t) = ‖f T ∇g + gt‖n. (17.14)

This equation simply expresses that the continuity equation for the optical flow
(Eq. (14.9)) should be satisfied as well as possible in a least squares sense. Note
that the similarity now also depends explicitly on time, because the minimiza-
tion problem is extended from images to space-time images.

From the following example, we will learn that similarity constraints alone are
not of much use with the variational approach. We use the motion determina-
tion problem with the L2-norm (least squares). With Eq. (17.14), the Lagrange
function depends only on the optical flow f . To compute the Euler-Lagrange
equations, we only need to consider the partial derivatives of the similarity term
Eq. (17.14) with respect to the components of the optical flow, ∂L/∂fi:

Lfi = 2
(
f T ∇g + gt

)
gxi . (17.15)

Inserting Eq. (17.15) into the Euler-Lagrange equation (Eq. (17.9)) yields

(
f T ∇g + gt

)
gx = 0,

(
f T ∇g + gt

)
gy = 0, (17.16)

or, written as a vector equation,

(
f T ∇g + gt

)
∇g = 0. (17.17)

These equations tell us that the optical flow cannot be determined when the spa-
tial gradient of ∇g is a zero vector. Otherwise, they yield no more constraints
than the continuity of the optical flow. This example nicely demonstrates the
limitation of local similarity constraints. They only yield isolated local solutions
without any constraints for the spatial variation of the optical flow. This results
from the fact that the formulation of the problem does not include any terms
connecting neighboring points. Thus, real progress requires inclusion of global
constraints.

Therefore, it is required to add another term to the Lagrange function that also
depends on the derivatives of f :

L(f ,∇f ,x) = S(f ,x)+ R(f ,∇f ,x). (17.18)

17.2.4 Global Smoothness Constraints

One of the most elementary global regularizers is smoothness. For many prob-
lems in image processing it makes sense to demand that a quantity to be mod-
eled changes only slowly in space and time. For a segmentation problem this
demand means that an object is defined just by the fact that it is a connected
region with constant or only slowly changing features. Likewise, the depth of a
surface and the velocity field of a moving object are continuous at least at most
points.
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Therefore, we now seek a suitable regularizer R to add to the Lagrange function
to force spatially smooth solutions. Such a term requires spatial partial deriv-
atives of the modeled feature. The simplest term, containing only first-order
derivatives, for a scalar feature f in a 2-D image is

R
(
fx, fy

)
= α2

(
f 2
x + f 2

y

)
= α2|∇f |2. (17.19)

For a vector feature f = [f1, f2]T

R (∇f1,∇f2) = α2
(
|∇f1|2 + |∇f2|2

)
. (17.20)

In this additional term the partial derivatives emerge as a sum of squares. This
means that we evaluate the smoothness term with the same norm (L2-norm, sum
of least squares) as the similarity term. Moreover, in this formulation all partial
derivatives are weighted equally. The factor α2 indicates the relative weight of
the smoothness term compared to the similarity term.

The complete least-squares error functional for motion determination including
the similarity and smoothing terms is then given by

L (f ,∇f1,∇f2,x) =
(
f T ∇g + gt

)2 +α2
(
|∇f1|2 + |∇f2|2

)
. (17.21)

Inserting this Lagrange function into the Euler-Lagrange equation (17.9) yields
the following differential equation:

(∇gT f + gt)gx −α2
(
(f1)xx + (f1)yy

)
= 0

(∇gT f + gt)gy −α2
(
(f2)xx + (f2)yy

)
= 0,

(17.22)

or summarized in a vector equation:

(
∇gT f + ∂g

∂t

)
︸ ︷︷ ︸

similarity term

∇g − α2∆f︸ ︷︷ ︸
smoothness term

= 0. (17.23)

It is easy to grasp how the optical flow results from this formula. First, imagine
that the intensity is changing strongly in a certain direction. The similarity
term then becomes dominant over the smoothness term and the velocity will
be calculated according to the local optical flow. In contrast, if the intensity
change is small, the smoothness term becomes dominant. The local velocity
will be calculated in such a manner that it is as close as possible to the velocity
in the neighborhood. In other words, the flow vectors are interpolated from
surrounding flow vectors.

This process may be illustrated further by an extreme example. Let us consider
an object with a constant intensity moving against a black background. Then
the similarity term vanishes completely inside the object, while at the border
the velocity perpendicular to the border can be calculated just from this term.

This is an old and well-known problem in physics: the problem of how to cal-
culate the potential function (without sinks and sources, ∆f = 0) with given
boundary conditions at the edge of the object. This equation is known as the
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Laplacian equation. We can immediately conclude the form of the solution in
areas where the similarity term is zero. As the second-order derivatives are
zero, the first-order spatial derivatives are constant. This leads to a modeled
feature f that changes linearly in space.

17.2.5 Controlling Smoothness

Having discussed the basic properties of smoothness constraints we now turn
to the question of how we can adequately treat spatial and temporal discontinu-
ities with this approach. In a segmentation problem, the modeled feature will
be discontinuous at the edge of the object. The same is true for the optical flow.
The smoothness constraint as we have formulated it so far does not allow for
discontinuities. We applied a global smoothness constraint and thus obtained a
globally smooth field. Thus we need to develop methods that allow us to detect
and to model discontinuities adequately.

We will first discuss the principal possibilities for varying the minimal problem
within the chosen frame. To do so, we rewrite the integral equation for the
minimal problem (Eq. (17.6)) using the knowledge about the meaning of the
Lagrange function obtained in the last section:

∫
Ω

(
S(f )︸ ︷︷ ︸

similarity term

+ R(fxp)
)

︸ ︷︷ ︸
smoothness term

dWx → Minimum. (17.24)

In order to incorporate discontinuities, two approaches are possible:

1. Limitation of integration area. The integration area is one of the ways that the
problem of discontinuities in the feature f may be solved. If the integration
area includes discontinuities, incorrect values are obtained. Thus algorithms
must be found that look for edges in f and, as a consequence, restrict the
integration area to the segmented areas. Obviously, this is a difficult iterative
procedure. First, the edges in the image itself do not necessarily coincide
with the edges in the feature f . Second, before calculating the feature field
f only sparse information is available so that a partition is not possible.

2. Modification of smoothness term. Modification of the smoothness term is
another way to solve the discontinuity problem. At points where a discon-
tinuity is suspected, the smoothness constraint may be weakened or may
even vanish. This allows discontinuities. Again this is an iterative algorithm.
The smoothness term must include a control function that switches off the
smoothness constraint in appropriate circumstances. This property is called
controlled smoothness [200].

In the following, we discuss two approaches that modify the integration area
for motion determination. The modification of the smoothing term is discussed
in detail in Section 17.3.

Integration along Closed Zero-Crossing Curves. Hildreth [78] used the
Laplace filtered image, and limited any further computations to zero crossings.
This approach is motivated by the fact that zero crossings mark the gray value
edges (Section 12.3), i. e., the features at which we can compute the velocity
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a b

Figure 17.3: Two images of a Hamburg taxi. The video images are from the
Computer Science Department at Hamburg University and since then have been
used as a test sequence for image sequence processing.

component normal to the edge. The big advantage of the approach is that
the preselection of promising features considerably decreases any computation
required.

By selecting the zero crossings, the smoothness constraint is limited to a certain
contour line. This seems useful, as a zero crossing most likely belongs to an
object but does not cross object boundaries. However, this is not necessarily
the case. If a zero crossing is contained within an object, the velocity along the
contour should show no discontinuities. Selecting a line instead of an area for
the smoothness constraint changes the integration region from an area to the
line integral along the contour s:∮ {

(n̄f − f⊥)2 +α2
[
((f1)s)

2 + ((f2)s)
2
]}

ds → minimum, (17.25)

where n̄ is a unit vector normal to the edge and f⊥ the velocity normal to the
edge.

The derivatives of the velocities are computed in the direction of the edge. The
component normal to the edge is given directly by the similarity term, while
the velocity term parallel to the edge must be inferred from the smoothness
constraint all along the edge. Hildreth [78] computed the solution of the lin-
ear equation system resulting from Eq. (17.25) iteratively using the method of
conjugate gradients.

Despite its elegance, the edge-oriented method shows significant disadvantages.
It is not certain that a zero crossing is contained within an object. Thus we
cannot assume that the optical flow field is continuous along the zero crossing.
As only edges are used to compute the optical flow field, only one component of
the displacement vector can be computed locally. In this way, all features such
as either gray value maxima or gray value corners which allow an unambiguous
local determination of a displacement vector are disregarded.

Limitation of Integration to Segmented Regions. A region-oriented ap-
proach does not omit such points, but still tries to limit the smoothness within
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a b

c d

Figure 17.4: Determination of the DVF in the taxi scene (Fig. 17.3) using the
method of the dynamic pyramid: a–c three levels of the optical flow field using
a global smoothness constraint; d final result of the optical flow using a region-
oriented smoothness constraint; kindly provided by M. Schmidt and J. Dengler,
German Cancer Research Center, Heidelberg.

objects. Again, zero crossings could be used to separate the image into re-
gions or any other basic segmentation technique (Chapter 16). Region-limited
smoothness just drops the continuity constraint at the boundaries of the region.
The simplest approach to this form of constraint is to limit the integration areas
to the different regions and to evaluate them separately.

As expected, a region-limited smoothness constraint results in an optical flow
field with discontinuities at the region’s boundaries (Fig. 17.4d) which is in clear
contrast to the globally smooth optical flow field in Fig. 17.4c. We immediately
recognize the taxi by the boundaries of the optical flow.

We also observe, however, that the car is segmented further into regions with
different optical flow field, as shown by the taxi plate on the roof of the car
and the back and side windows. The small regions especially show an opti-
cal flow field significantly different from that in larger regions. Thus a simple
region-limited smoothness constraint does not reflect the fact that there might
be separated regions within objects. The optical flow field may well be smooth
across these boundaries.
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17.3 Continuous Modeling II: Diffusion

In this section, we take a new viewpoint of continuous modeling. The least-
squares error functional for motion determination Eq. (17.23)

(
∇g f + ∂g

∂t

)
∇g −α2∆f = 0 (17.26)

can be regarded as the stationary solution of a diffusion-reaction system with ho-
mogeneous diffusion if the constant α2 is identified with a diffusion coefficient
D:

∂f
∂t

= D∆f −
(
∇g f + ∂g

∂t

)
∇g. (17.27)

The standard instationary (partial) differential equation for homogeneous dif-
fusion (see Eq. (5.18) in Section 5.3.1) is appended by an additional source term
related to the similarity constraint. The source strength is proportional to the
deviation from the optical flow constraint. Thus this term tends to shift the
values for f to meet the optical flow constraint.

After this introductionary example, we can formulate the relation between a
variational error functional and diffusion-reaction systems in a general way.
The Euler-Lagrange equation

W∑
w=1

∂xwLfxw − Lf = 0 (17.28)

that minimizes the error functional for the scalar spatiotemporal function f(x),
x ∈ Ω

ε(f ) =
∫
Ω

L
(
f , fxw ,x

)
dxW (17.29)

can be regarded as the steady state of the diffusion-reaction system

ft =
W∑
w=1

∂xwLfxw − Lf . (17.30)

In the following we shall discuss in detail an aspect of modeling, which we
have so far only touched in Section 17.2.5, namely the local modification of the
smoothness term only in. In the language of a diffusion model this means a
locally varying diffusion coefficient in the first-hand term on the right side of
Eq. (17.30). From the above discussion we know that to each approach of locally
varying diffusion coefficient, a corresponding variational error functional exists
that is minimized by the diffusion-reaction system.

In Section 5.3.1 we discussed a homogeneous diffusion process that generated
a multiresolution representation of an image, known as the linear scale space. If
the smoothness constraint is made dependent on local properties of the image
content such as the gradient, then the inhomogeneous diffusion process leads
to the generation of a nonlinear scale space. With respect to modeling, the
interesting point here is that a segmentation can be achieved without a similarity
term.
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17.3.1 Inhomogeneous Diffusion

The simplest approach to a spatially varying smoothing term that takes into
account discontinuities is to reduce the diffusion coefficient at the edges. Thus,
the diffusion coefficient is made dependent on the strength of the edges as given
by the magnitude of the gradient

D(f) = D(|∇f |2). (17.31)

With a locally varying diffusion constant the diffusion-reaction system becomes

ft =∇
(
D(|∇f |2)∇f

)
− Lf . (17.32)

Note that it is incorrect to writeD(|∇f |2)∆f . This can be seen from the deriva-
tion of the instationary diffusion equation in Section 5.3.1.
With Eq. (17.32) the regularization term R in the Lagrange function is

R = R(|∇f |2), (17.33)

where the diffusion coefficient is the derivative of the function R: D = R′. This
can easily be verified by inserting Eq. (17.33) into Eq. (17.28).
Perona and Malik [153] used the following dependency of the diffusion coeffi-
cient on the magnitude of the gradient:

D(|∇f |) = D0
λ2

|∇f |2 + λ2
, (17.34)

where λ is an adjustable parameter. For low gradients |∇f | � λ, D approaches
D0; for high gradients |∇f | � λ, D tends to zero.
As simple and straightforward as this idea appears, it is not without problems.
Depending on the functionality of D on ∇f , the diffusion process may become
unstable, even resulting in steepening of the edges. A safe way to avoid this
problem is to use a regularized gradient obtained from a smoothed version of
the image as shown by Weickert [215]. He used

D = D0

[
1− exp

(
− cm
(|∇(BR ∗ f)(x)|/λ)m

)]
. (17.35)

This equation implies that for small magnitudes of the gradient the diffusion
coefficient is constant. At a certain threshold of the magnitude of the gradient,
the diffusion coefficient quickly decreases towards zero. The higher the expo-
nent m is, the steeper the transition. With the values used by Weickert [215],
m = 4 and c4 = 3.31488, the diffusion coefficient falls from 1 at |∇f |/λ = 1 to
about 0.15 at |∇f |/λ = 2. Note that a regularized gradient has been chosen in
Eq. (17.35), because the gradient is not computed from the image f(x) directly,
but from the image smoothed with a binomial smoothing mask Bp . A properly
chosen regularized gradient stabilizes the inhomogeneous smoothing process
and avoids instabilities and steepening of the edges.
A simple explicit discretization of inhomogeneous diffusion uses regularized
derivative operators as discussed in Section 12.7. In the first step, a gradient
image is computed with the vector operator[ D1

D2

]
. (17.36)
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In the second step, the gradient image is multiplied pointwise by the control
operator S that computes the diffusion coefficient according to Eq. (17.34) or
Eq. (17.35): [ S ·D1

S ·D2

]
. (17.37)

The control image S is one in constant regions and drops towards small values
at the edges. In the third step, the gradient operator is applied a second time

[D1,D2]
[ S ·D1

S ·D2

]
= D1(S ·D1)+D2(S ·D2). (17.38)

Weickert [215] used a more sophisticated implicit solution scheme. However,
the scheme is computationally more expensive and less isotropic than the ex-
plicit scheme in Eq. (17.38) if gradient operators are used that are optimized
for isotropy as discussed in Section 12.7.5.

An even simpler but only approximate implementation of inhomogenous diffu-
sion controls binomial smoothing using the operator

I + S · (B− I). (17.39)

The operator S computes a control image with values between zero and one.

Figure 17.5 shows the application of inhomogeneous diffusion for segmentation
of noisy images. The test image contains a triangle and a rectangle. Standard
smoothing significantly suppresses the noise but results in a significant blurring
of the edges (Fig. 17.5b). Inhomogenous diffusion does not lead to a blurring
of the edges and still results in a perfect segmentation of the square and the
triangle (Fig. 17.5c). The only disadvantage is that the edges themselves remain
noisy because smoothing is suppressed there.

17.3.2 Anisotropic Diffusion

As we have seen in the example discussed at the end of the last section, in-
homogeneous diffusion has the significant disadvantage that it stops diffusion
completely and in all directions at edges, leaving the edges noisy. However,
edges are only blurred by diffusion perpendicular to them; diffusion parallel to
them is even advantageous as it stabilizes the edges.

An approach that makes diffusion independent of the direction of edges is
known as anisotropic diffusion. With this approach, the flux is no longer par-
allel to the gradient. Therefore, the diffusion can no longer be described by a
scalar diffusion coefficient as in Eq. (5.15). Now, a diffusion tensor is required:

j = −D∇f = −
⎡
⎣ D11 D12

D12 D22

⎤
⎦[

f1

f2

]
. (17.40)

With a diffusion tensor the diffusion-reaction system becomes

ft =∇
(
D(∇f∇fT )∇f

)
− Lf (17.41)

and the corresponding regularizer in the Lagrange function is

R = traceR
(
∇f∇fT

)
, (17.42)
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a b

c d

Figure 17.5: a Original, smoothed by b linear diffusion, c inhomogenous but
isotropic diffusion, and d anisotropic diffusion. From Weickert [215].

with D = R′. The properties of the diffusion tensor can best be seen if the
symmetric tensor is brought into its principal-axis system by a rotation of the
coordinate system. Then, Eq. (17.40) reduces to

j′ = −
⎡
⎣ D′1 0

0 D′2

⎤
⎦[

f ′1
f ′2

]
= −

[
D′1f

′
1

D′2f
′
2

]
. (17.43)

The diffusion in the two directions of the axes is now decoupled. The two
coefficients on the diagonal, D′1 and D′2, are the eigenvalues of the diffusion
tensor. By analogy to isotropic diffusion, the general solution for homogeneous
anisotropic diffusion can be written as

f(x, t) = 1
2πσ ′1(t)σ

′
2(t)

exp

(
− x′2

2σ ′1(t)

)
∗ exp

(
− y ′2

2σ ′2(t)

)
∗ f(x,0) (17.44)
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in the spatial domain with σ ′1(t) =
√

2D′1t and σ ′2(t) =
√

2D′2t.
This means that anisotropic diffusion is equivalent to cascaded convolution
with two 1-D Gaussian convolution kernels that are steered in the directions
of the principal axes of the diffusion tensor. If one of the two eigenvalues of
the diffusion tensor is significantly larger than the other, diffusion occurs only
in the direction of the corresponding eigenvector. Thus the gray values are
smoothed only in this direction. The spatial widening is — as for any diffusion
process — proportional to the square root of the diffusion constant (Eq. (5.23)).

Using this feature of anisotropic diffusion, it is easy to design a diffusion process
that predominantly smoothes only along edges but not perpendicularly to the
edges. With the following approach only smoothing across edges is hindered
[215]:

D′1 = 1− exp

(
− cm
(|∇(Br ∗ f)(x)|/λ)m

)
D′2 = 1.

(17.45)

As shown by Scharr and Weickert [179], an efficient and accurate explicit imple-
mentation of anisotropic diffusion is again possible with regularized first-order
differential derivative optimized for minimum anisotropy:

[D1,D2]
[ S11 S12

S12 S22

][ D1

D2

]
=

D1(S11 · D1 + S12 · D2)+D2(S12 · D1 + S22 · D2).
(17.46)

with[ S11 S12

S12 S22

]
=

[
cosθ sinθ
− sinθ cosθ

][ S′1 0
0 S′2

][
cosθ − sinθ
sinθ cosθ

]
.

The Spq, S′1 and S′2 are control images with values between zero and one that
steer the diffusion into the direction parallel to edges at each point of the image.
S′1 and S′2 are directly computed from Eq. (17.45), the direction of the edges, the
angle θ can be obtained, e. g., from the structure tensor (Section 13.3).

Application of anisotropic diffusion shows that now — in contrast to inhomo-
geneous diffusion — the edges are also smoothed (Fig. 17.5d). The smoothing
along edges has the disadvantage, however, that the corners of the edges are
now blurred as with linear diffusion. This did not happen with inhomogeneous
diffusion (Fig. 17.5c).

17.4 Discrete Modeling: Inverse Problems

In the second part of this chapter, we turn to discrete modeling. Discrete mod-
eling can, of course, be derived, by directly discretizing the partial differential
equations resulting from the variational approach. Actually, we have already
done this in Section 17.3 by the iterative discrete schemes for inhomogeneous
and anisotropic diffusion.

However, by developing discrete modeling independently, we gain further in-
sight. Again, we take another point of view of modeling and now regard it as a



17.4 Discrete Modeling: Inverse Problems 479

Figure 17.6: Illustration of least-squares linear regression.

linear discrete inverse problem. As an introduction, we start with the familiar
problem of linear regression and then develop the theory of discrete inverse
modeling.

17.4.1 A Simple Example: Linear Regression

The fit of a straight line to a set of experimental data points x,y is a simple
example of a discrete inverse problem. As illustrated in Fig. 17.6, the quantity y
is measured as a function of a parameter x. In this case, our model is a straight
line with two parameters, the offset a0 and the slope a1: y = a0 + a1x. With a
set of Q data points [xq,yq]T we end up with the linear equation system

⎡
⎢⎢⎢⎢⎢⎣

1 x1

1 x2

...
...

1 xQ

⎤
⎥⎥⎥⎥⎥⎦

[
a0

a1

]
=

⎡
⎢⎢⎢⎢⎢⎣
y1

y2

...
yQ

⎤
⎥⎥⎥⎥⎥⎦ (17.47)

which can be abbreviated by
Mp = d. (17.48)

The Q× 2 matrix M is denoted as the model matrix or design matrix. This
matrix reflects both the type of the model (here a linear regression) and the
chosen independent measuring points xq. The model or parameter vector p
contains the parameters of the model to be estimated and the data vector d the
measured data xq.
If we have only two data points which do not coincide, x1 ≠ x2, we get an
exact solution of the linear equation system. If more than two data points are
available, we have more equations than unknowns. We say that the equation
system is an overdetermined inverse problem. In this case, it is generally no
longer possible to obtain an exact solution. We can only compute an estimate
of the model parameters pest in the sense that the deviation of the data d from
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the data predicted with the model dpre = Mpest is minimal. This deviation can
be expressed by an error vector e:

e = d − dpre = d −Mpest. (17.49)

17.4.2 Error Norms

In order to minimize the error vector we need a suitable measure. We may
use norms, which we discussed when using inner product vector spaces in Sec-
tion 2.3.1. Generally, the Ln norm of the Q-dimensional vector e is defined as

‖e‖n =
⎛
⎝ Q∑
q=1

|eq|n
⎞
⎠1/n

. (17.50)

A special case is the L∞ norm

‖e‖∞ = max
n
|eq|. (17.51)

The L2 norm is more commonly used; it is the root of the sum of the squared
deviations of the error vector elements

‖e‖2 =
⎛
⎝ Q∑
q=1

(dq − dpre,q)2
⎞
⎠1/2

. (17.52)

Higher norms rate higher deviations with a more significant weighting. The sta-
tistics of the data points determines which norm is to be taken. If the measured
data points yq have a normal density (Section 3.4.2), the L2 norm must be used
[138].

17.4.3 Least Squares Solution

The overdetermined linear inverse problem is solved with a minimum L2 norm
of the error vector by

pest =
(
MTM

)−1
MTd. with ‖e‖2

2 =
∥∥d −Mpest

∥∥→ minimum. (17.53)

This solution can be made plausible by the following sequence of operations:

Mpest = d
∣∣∣MT

MTMpest = MTd
∣∣∣∣(
MTM

)−1

pest =
(
MTM

)−1
MTd

(17.54)

provided that the inverse of MTM exists.
In the rest of this section we provide a derivation of the solution of the overde-
termined discrete linear inverse problem (Eq. (17.48)) that minimizes the L2

norm of the error vector. Therefore, we compute the solution explicitly by min-
imizing the L2 norm of the error vector e (Eq. (17.49)):

‖e‖2
2 =

Q∑
q′=1

⎛
⎝dq′ − P∑

p′=1

mq′p′pp′

⎞
⎠

⎛
⎝dq′ − P∑

p′′=1

mq′p′′pp′′

⎞
⎠ .
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Factorizing the sum and interchanging the two summations yields

‖e‖2
2 =

P∑
p′=1

P∑
p′′=1

pp′pp′′
Q∑
q=1

mqp′mqp′′

︸ ︷︷ ︸
A

− 2
P∑

p′=1

pp′
Q∑
q=1

mqp′dq

︸ ︷︷ ︸
B

+
Q∑
q=1

dqdq

(17.55)

We find a minimum for this expression by computing the partial derivatives with
respect to the parameters pk that are to be optimized. Only the expressions A
and B in Eq. (17.55) depend on pk:

∂A
∂pk

=
P∑

p′=1

P∑
p′′=1

(
δk−p′′pp′ + δk−p′pp′′

) Q∑
q′=1

mq′p′mq′p′′

=
P∑

p′=1

pp′
Q∑
q′=1

mq′p′mq′k +
P∑

p′′=1

pp′′
Q∑
q′=1

mq′kmq′p′′

= 2
P∑

p′=1

pp′
Q∑
q′=1

mq′p′mq′k,

∂B
∂pk

= 2
Q∑
q′=1

mq′kdq′ .

We add both derivatives and set them equal to zero:

∂‖e‖2
2

∂pk
= 2

P∑
p′=1

pp′
Q∑
q′=1

mq′kmq′p′ − 2
Q∑
q′=1

mq′kdq′ = 0.

In order to express the sums as matrix-matrix and matrix-vector multiplications,
we substitute the matrix M at two places by its transpose MT :

P∑
p′=1

pp′
Q∑
q′=1

mT
kq′mq′p′ −

Q∑
q′=1

mT
kq′dq′ = 0

and finally obtain the matrix equation

MT︸ ︷︷ ︸
P×Q

M︸︷︷︸
Q×P︸ ︷︷ ︸

P×P

pest︸ ︷︷ ︸
P

︸ ︷︷ ︸
P

= MT︸ ︷︷ ︸
P×Q

d︸︷︷︸
Q︸ ︷︷ ︸

P

. (17.56)

This equation can be solved if the quadratic and symmetric P × P matrix MTM
is invertible. Then

pest =
(
MTM

)−1
MTd. (17.57)

The matrix (MTM)−1MT is known as the generalized inverse M−g of M.
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a b

Figure 17.7: Geometric illustration of the solution of a linear equation system
with three unknowns using the Hough transform: a exact soluble equation sys-
tem; b overdetermined equation system with a non-unique solution.

17.4.4 Geometric Illustration

Before we study methods for solving huge linear equation systems, it is helpful
to illustrate linear equation systems geometrically. The P model parameters p
span a P"=dimensional vector space. This space can be regarded as the space of
all possible solutions of an inverse problem with P model parameters. Now, we
ask ourselves what it means to have one data point dq. According to Eq. (17.48),
one data point results in one linear equation involving all model parameters p

P∑
k=p′

mqp′pp′ = dq or mqp = dq. (17.58)

This equation can be regarded as the scalar product of a row q of the model ma-
trix mq with the model vector p. In the model space, this equation constitutes
a P − 1-dimensional hyperplane of all vectors p which has a normal vector mq
and a distance dq from the origin of the model space. Thus, the linear equation
establishes a one-to-one correspondence between a data point in the data space
and a (P−1)-dimensional hyperplane in the model space. This mapping of data
points into the model space is called the Hough transform, which we introduced
in Section 16.5.2. Each data point reduces the space of possible solutions to a
(P − 1)-dimensional hyperplane in the model space.

Figure 17.7a illustrates the solution of a linear equation system with three un-
knowns. With three equations, three planes meet at a single point, provided that
the corresponding 3× 3 model matrix is invertible. Even in an overdetermined
case, the solution needs not necessarily be unique. Figure 17.7b shows a case of
five planes intersecting at a line. Then, the solution is not unique, but only re-
stricted to a line. If this line is oriented along one of the axes, the corresponding
model parameter may take any value; the two other model parameters, however,
are fixed.

In case of an arbitrarily oriented line, things are more complex. Then, the para-
meter combinations normal to the line are fixed, but the parameter combination
represented by a vector in the direction of the line is not. Using the singular
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value decomposition [63, 160], we can solve singular linear equation systems
and separate the solvable from the unsolvable parameter combinations.

An overdetermined linear equation system that has no unique solution is not
just a mathematical curiosity. It is rather a common problem in image process-
ing. We have encountered it already, for example in motion determination with
the aperture problem (Section 14.3.2).

17.4.5 Error of Model Parameters

An overdetermined linear equation system that has been solved by minimiz-
ing the L2 norm allows an analysis of the errors. We can study not only the
deviations between model and data but also the errors of the etsimated model
parameter vector pest.

The mean deviation between the measured and predicted data points is directly
related to the norm of the error vector. The variance is

σ 2 = 1
Q− P ‖e‖

2 = 1
Q− P ‖d −Mpest‖2

2. (17.59)

In order not to introduce a bias in the estimate of the variance, we divide the
norm by the degree of freedom Q− P and not by Q.

According to Eq. (17.57), the estimated parameter vector pest is a linear combi-
nation of the data vector d. Therefore we can apply the error propagation law
(Eq. (3.27)) derived in Section 3.3.3. The covariance matrix (for a definition see
Eq. (3.19)) of the estimated parameter vector pest using (AB)T = BTAT is given
by

cov(pest) =
(
MTM

)−1
MT cov(d) M

(
MTM

)−1
. (17.60)

If the individual elements in the data vector d are uncorrelated and have the
same variance σ 2, i. e., cov(d) = σ 2I, Eq. (17.60) reduces to

cov(pest) =
(
MTM

)−1
σ 2. (17.61)

In this case, (MTM)−1 is — except for the factor σ 2 — directly the covariance
matrix of the model parameters. This means that the diagonal elements contain
the variances of the model parameters.

17.4.6 Regularization

So far, the error functional (Eq. (17.52)) only contains a similarity constraint but
no regularization or smoothing constraint. For many discrete inverse problems
— such as the linear regression discussed in Section 17.4.1 — a regularization of
the parameters makes no sense. If the parameters to be estimated are, however,
the elements of a time series or the pixels of an image, a smoothness constraint
makes sense. A suitable smoothness parameter could then be the norm of the
time series or image convolved by a derivative filter:

‖r‖2 = ‖h∗p‖2
2 . (17.62)
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In the language of matrix algebra, convolution can be expressed by a vector
matrix multiplication:

‖r‖2 = ‖Hp‖2
2 . (17.63)

Because of the convolution operation, the matrixH has a special form. Only the
coefficients around the diagonal are nonzero and all values in diagonal direction
are the same.

As an example, we discuss the same smoothness criterion that we used also in
the variational approach (Section 17.2.4), the first derivative. It can be approxi-
mated, for instance, by convolution with a forward difference filter that results
into the matrix

H =

⎡
⎢⎢⎢⎢⎢⎣
−1 1 0 0 . . . 0

0 −1 1 0 . . . 0
0 0 −1 1 . . . 0
...

...
. . .

. . .
. . .

...

⎤
⎥⎥⎥⎥⎥⎦ . (17.64)

Minimizing the combined error functional using the L2 norm:

‖e‖2
2 = ‖d −Mp‖2

2︸ ︷︷ ︸
similarity

+α2 ‖Hp‖2
2︸ ︷︷ ︸

smoothness

(17.65)

results in the following least-squares solution [138]:

pest =
(
MTM +α2HTH

)−1
MTd. (17.66)

The structure of the solution is similar to the least-squares solution in Eq. (17.53).
The smoothness term just causes the additional term α2HTH.

In the next section, we learn how to map an image to a vector, so that we can
apply discrete inverse problems also to images.

17.4.7 Algebraic Tomographic Reconstruction

In this section we discuss an example of a discrete inverse problem that includes
image data: reconstruction from projections (Section 8.6). In order to apply the
discrete inverse theory as discussed so far, the image data must be mapped onto
a vector, the image vector . This mapping is easily performed by renumbering
the pixels of the image matrix row by row (Fig. 17.8). In this way, anM ×N image
matrix is transformed into a column vector with the dimension P = M ×N :

p =
[
m1,m2, . . . ,mp, . . . ,mP

]T
. (17.67)

Now we take a single projection beam that crosses the image matrix (Fig. 17.8).
Then we can attribute a weighting factor to each pixel of the image vector that
represents the contribution of the pixel to the projection beam. We can combine
these factors in a Q-dimensional vector gq:

gq =
[
gq,1, gq,2, . . . , gq,p, . . . , gQ,P

]T
. (17.68)
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Figure 17.8: Illustration of algebraic reconstruction from projections: a projec-
tion beam dk crosses the image matrix. All the pixels met by the beam contribute
to the projection.

The total emission or absorption along the qth projection beam dq can then be
expressed as the scalar product of the two vectors gq and p:

dq =
P∑
p=1

gq,pmp = gqp. (17.69)

IfQ projection beams cross the image matrix, we obtain a linear equation system
of Q equations and P unknowns:

d︸︷︷︸
Q

= M︸︷︷︸
Q×P

p︸︷︷︸
P

. (17.70)

The data vector d contains the measured projections and the parameter vector
p contains the pixel values of the image matrix that are to be reconstructed.
The design matrix M gives the relationship between these two vectors by de-
scribing how in a specific set up the projection beams cross the image matrix.
With appropriate weighting factors, we can take into direct account the limited
detector resolution and the size of the radiation source.
Algebraic tomographic reconstruction is a general and flexible method. In con-
trast to the filtered backprojection technique (Section 8.6.3) it is not limited to
parallel projection. The beams can cross the image matrix in any manner and
can even be curved. In addition, we obtain an estimate of the errors of the
reconstruction.
However, algebraic reconstruction involves solving huge linear equation sys-
tems. At this point, it is helpful to illustrate the enormous size of these equa-
tion systems. In a typical problem, the model vector includes all pixels of an
image. Even with moderate resolution, e. g., 256× 256 pixels, the inverse of a
65536× 65536 matrix would have to be computed. This matrix contains about
4 · 109 points and does not fit into the memory of any but the most powerful
computers. Thus alternative solution techniques are required.
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17.4.8 Further Examples of Inverse Problems

Problems of this kind are very common in the analysis of experimental data
in natural sciences. Experimentalists look at a discrete inverse problem in the
following way. They perform an experiment from which they gain a set of mea-
suring results, and they combine them in aQ-dimensional data vector d. These
data are compared with a model of the observed process. The parameters of
this model are given by a P -dimensional model vector p. Now we assume that
the relationship between the model and the data vector can be described as
linear. It can then be expressed by a model matrix M and we obtain Eq. (17.70).
For image processing, inverse problems are also common. They do not only in-
clude the complete list of problems discussed in the introduction of this chapter
(Section 17.1.1) but also optimization of filters. In this book, least-squares opti-
mized filters for interpolation (Section 10.6.2) and edge detection (Sections 12.6
and 12.7.5) are discussed.

17.5 Inverse Filtering

Now we study a class of inverse problems that is common in signal processing
and show the way to fast iterative solutions of huge inverse problems.

17.5.1 Image Restoration

No image formation system is perfect because of inherent physical limitations.
Therefore, images are not identical to their original. As scientific applications
always push the limits, there is a need to correct for limitations in the sharpness
of images. Humans also make errors in operating imaging systems. Images
blurred by a misadjustment in the focus, smeared by the motion of objects or
the camera or a mechanically unstable optical system, or degraded by faulty
or misused optical systems are more common than we may think. A famous
recent example was the flaw in the optics of the Hubble space telescope where
an error in the test procedures for the main mirror resulted in a significant
residual aberration of the telescope. The correction of known and unknown
image degradation is called restoration.
The question arises whether, and if so, to what extent, the effects of degradation
can be reversed. It is obvious, of course, that information that is no longer
present at all in the degraded image cannot be retrieved. To make this point
clear, let us assume the extreme case that only the mean gray value of an image is
retained. Then, it will not be possible by any means to reconstruct its content.
However, images contain a lot of redundant information. Thus, we can hope
that a distortion only partially removes the information of interest even if we
can no longer “see” it directly.
In Sections 7.6 and 9.2.1, we saw that generally any optical system including dig-
itization can be regarded as a linear shift-invariant system and, thus, described
to a good approximation by a point spread function and a transfer function.
The first task is to determine and describe the image degradation as accurately
as possible. This can be done by analyzing the image formation system either
theoretically or experimentally by using some suitable test images. If this is not
possible, the degraded image remains the only source of information.
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17.5.2 Survey of Image Distortions

Given the enormous variety of ways to form images (Chapter 7), there are many
reasons for image degradation. Imperfections of the optical system, known as
lens aberrations, limit the sharpness of images. However, even with a perfect
optical system, the sharpness is limited by diffraction of electromagnetic waves
at the aperture stop of the lens. While these types of degradation are an in-
herent property of a given optical system, blurring by defocusing is a common
misadjustment that limits the sharpness in images. Further reasons for blurring
in images are unwanted motions and vibrations of the camera system during
the exposure time. Especially systems with a narrow field of view (telelenses)
are very sensitive to this kind of image degradation. Blurring can also occur
when objects move more than a pixel at the image plane during the exposure
time.

Defocusing and lens aberrations are discussed together in this section as they
are directly related to the optical system. The effect of blurring or aberration
is expressed by the point spread function h(x) and the optical transfer function
(OTF ), ĥ(k); see Section 7.6. Thus, the relation between object g(x) and image
g′(x) is in the spatial and Fourier domain

g′(x) = (h∗ g)(x) ◦ • ĝ′(k) = ĥ(k)ĝ(k). (17.71)

Lens aberrations are generally more difficult to handle. Most aberrations in-
crease strongly with distance from the optical axis and are, thus, not shift in-
variant and cannot be described with a position-independent PSF. However, the
aberrations change only slowly and continuously with the position in the im-
age. As long as the resulting blurring is limited to an area in which we can
consider the aberration to be constant, we can still treat them with the theory
of linear shift-invariant systems. The only difference is that the PSF and OTF
vary gradually with position.

If defocusing is the dominant blurring effect, the PSF has the shape of the aper-
ture stop. As most aperture stops can be approximated by a circle, the function
is a disk. The Fourier transform of a disk with radius r is a Bessel function of
the form (�R5):

1
πr 2

Π
( |x|

2r

)
◦ • J1(2π|k|r)

π|k|r . (17.72)

This Bessel function, as shown in Fig. 17.9a, has a series of zeroes and, thus,
completely eliminates certain wave numbers. This effect can be observed in
Fig. 17.9b, which shows a defocused image of the ring test pattern.

While blurring by defocusing and lens aberrations tend to be isotropic, blurring
effects by motion are one-dimensional, as shown in Fig. 17.10b. In the simplest
case, motion is constant during the exposure. Then, the PSF of motion blur is a
one-dimensional box function. Without loss of generality, we first assume that
the direction of motion is along the x axis. Then (�R4, �R5),

hBl(x) = 1
u∆t

Π
(
x
u∆t

)
◦ • ĥBl(k) = sinc(ku∆t), (17.73)

where u is the magnitude of the velocity and ∆t the exposure time. The blur
length is ∆x = u∆t.
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Figure 17.9: a Transfer functions for disk-shaped blurring. The parameters for
the different curves are the radius of the blur disk; b defocused image of the ring
test pattern.

a b

Figure 17.10: Simulation of blurring by motion using the ring test pattern:
a small and b large velocity blurring in horizontal direction.

If the velocity u is oriented in another direction, Eq. (17.73) can be generalized
to

hBl(x) = 1
|u|∆tΠ

(
xū
|u|∆t

)
δ(ux)◦ • ĥBl(k) = sinc(ku∆t), (17.74)

where ū = u/|u| is a unit vector in the direction of the motion blur.

17.5.3 Deconvolution

Common to defocusing, motion blur, and 3-D imaging by such techniques as
focus series or confocal microscopy (Section 8.2.4) is that the object function
g(x) is convolved by a point spread function. Therefore, the principal proce-
dure for reconstructing or restoring the object function is the same. Essentially,
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it is a deconvolution or an inverse filtering as the effect of the convolution by the
PSF is to be inverted. Given the simple relations in Eq. (17.71), inverse filtering
is in principle an easy procedure. The effect of the convolution operator H is
reversed by the application of the inverse operator H−1. In the Fourier space
we can write:

ĜR = Ĝ
′

Ĥ
′ = Ĥ−1 · Ĝ′. (17.75)

The reconstructed image GR is then given by applying the inverse Fourier trans-
form:

GR = F−1Ĥ
−1 · FĜ′. (17.76)

The reconstruction procedure is as follows. The Fourier transformed image,

FG′, is multiplied by the inverse of the OTF, Ĥ
−1

, and then transformed back
to the spatial domain. The inverse filtering can also be performed in the spa-
tial domain by convolution with a mask that is given by the inverse Fourier
transform of the inverse OTF:

GR = (F−1Ĥ
−1
)∗G′. (17.77)

At first glance, inverse filtering appears straightforward. In most cases, how-
ever, it is useless or even impossible to apply Eqs. (17.76) and (17.77). The
reason for the failure is related to the fact that the OTF is often zero in wide
ranges. The OTFs for motion blur (Eq. (17.74)) and defocusing (Eq. (17.72)) have
extended zero range. In these areas, the inverse OTF becomes infinite.

Not only the zeroes of the OTF cause problems; already all the ranges in which
the OTF becomes small do so. This effect is related to the influence of noise.
For a quantitative analysis, we assume the following simple image formation
model:

G′ = H ∗G+N ◦ • Ĝ
′ = Ĥ · Ĝ+ N̂ (17.78)

Equation (17.78) states that the noise is added to the image after the image is
degraded. With this model, according to Eq. (17.75), inverse filtering yields

ĜR = Ĥ−1· Ĝ′ = Ĝ+ Ĥ−1· N̂ (17.79)

provided that Ĥ ≠ 0. This equation states that the restored image is the restored

original image Ĝ plus the noise amplified by Ĥ
−1

.

If Ĥ tends to zero, Ĥ
−1

becomes infinite, and so does the noise level. Equa-
tions (17.78) and (17.79) also state that the signal to noise ratio is not improved
at all but remains the same because the noise and the useful image content in
the image are multiplied by the same factor.

From this basic fact we can conclude that inverse filtering does not improve the
image quality at all. More generally, it is clear that no linear technique will do
so. All we can do with linear techniques is to amplify the structures attenuated
by the degradation up to the point where the noise level still does not reach a
critical level.

As an example, we discuss the 3-D reconstruction from microscopic focus series.
A focus series is an image stack of microscopic images in which we scan the
focused depth. Because of the limited depth of field (Section 7.4.3), only objects
in a thin plane are imaged sharply. Therefore, we obtain a 3-D image. However,
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it is distorted by the point spread function of optical imaging. Certain structures
are completely filtered out and blurred objects are superimposed over sharply
imaged objects. We can now use inverse filtering to try to limit these distortions.

It is obvious that an exact knowledge of the PSF is essential for a good recon-
struction. In Section 7.6.1, we computed the 3-D PSF of optical imaging ne-
glecting lens errors and resolution limitation due to diffraction. However, high
magnification microscopy images are diffraction-limited.

The diffraction-limited 3-D PSF was computed by Erhardt et al. [42]. The resolu-
tion limit basically changes the double cone of the 3-D PSF (Fig. 7.13) only close
to the focal plane. At the focal plane, a point is no longer imaged to a point but
to a diffraction disk. As a result, the OTF drops off to higher wave numbers in
the kxky plane. To a first approximation, we can regard the diffraction-limited
resolution as an additional lowpass filter by which the OTF is multiplied for
geometrical imaging and by which the PSF is convolved.

The simplest approach to obtain an optimal reconstruction is to limit applica-
tion of the inverse OTF to the wave number components that are not damped
below a critical threshold. This threshold depends on the noise in the images. In
this way, the true inverse OTF is replaced by an effective inverse OTF which ap-
proaches zero again in the wave number regions that cannot be reconstructed.

The result of such a reconstruction procedure is shown in Fig. 17.11. A 64× 64× 64
focus series has been taken of the nucleus of a cancerous rat liver cell. The
resolution in all directions is 0.22µm. The images clearly verify the theoret-
ical considerations. The reconstruction considerably improves the resolution
in the xy image plane, while the resolution in the z direction — as expected
— is clearly worse. Structures that change in the z direction are completely
eliminated in the focus series by convolution with the PSF of optical images and
therefore can not be reconstructed.

17.5.4 Iterative Inverse Filtering

Iterative techniques form an interesting variant of inverse filtering as they give
control over the degree of reconstruction to be applied. Let H be the blurring
operator. We introduce the new operatorH′ = I−H . Then the inverse operator

H−1 = I
I −H′ (17.80)

can be approximated by the Taylor expansion

H−1 = I +H′ +H′2 +H′3 + . . . , (17.81)

or, written explicitly for the OTF in the continuous Fourier domain,

ĥ−1(k) = 1+ ĥ′ + ĥ′2 + ĥ′3 + . . . . (17.82)

In order to understand how the iteration works, we consider periodic structures.
First, we take one that is only slightly attenuated. This means that ĥ is only
slightly less than one. Thus, ĥ′ is small and the iteration converges rapidly.

The other extreme is when the periodic structure has nearly vanished. Then, ĥ′
is close to one. Consequently, the amplitude of the periodic structure increases
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a b c d

e f g h

Figure 17.11: 3-D reconstruction of a focus series of a cell nucleus taken with
conventional microscopy. Upper row: a–c selected original images; d xz cross
section perpendicular to the image plane. Lower row: e–h reconstructions of the
images a–d ; courtesy of Dr. Schmitt and Prof. Dr. Komitowski, German Cancer
Research Center, Heidelberg.

by the same amount with each iteration step (linear convergence). This proce-
dure has the significant advantage that we can stop the iteration as soon as the
noise patterns become noticeable.

A direct application of the iteration makes not much sense because the increas-
ing exponents of the convolution masks become larger and thus the computa-
tional effort increases from step to step. A more efficient scheme known as Van
Cittert iteration utilizes Horner’s scheme for polynomial computation:

G0 = G′, Gk+1 = G′ + (I −H)∗Gk. (17.83)

In Fourier space, it is easy to examine the convergence of this iteration. From
Eq. (17.83)

ĝk(k) = ĝ′(k)
k∑
i=0

(1− ĥ(k))i. (17.84)

This equation constitutes a geometric series with the start value a0 = ĝ′ and
the factor q = 1 − ĥ. The series converges only if |q| = |1 − ĥ| < 1. Then the
sum is given by

ĝk(k) = a0
1− qk
1− q = ĝ′(k)1− |1− ĥ(k)|

k

ĥ(k)
(17.85)

and converges to the correct value ĝ′/ĥ. Unfortunately, this condition for con-
vergence is not met for all transfer functions that have negative values. There-
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fore the Van Cittert iteration cannot be applied to motion blurring and to defo-
cusing.

A slight modification of the iteration process, however, makes it possible to use
it also for degradations with partially negative transfer functions. The simple
trick is to apply the transfer function twice. The transfer function ĥ2 of the
cascaded filter H ∗H is positive.

The modified iteration scheme is

G0 = H ∗G′, Gk+1 = H ∗G′ + (I −H ∗H)∗Gk. (17.86)

With a0 = ĥĝ′ and q = 1− ĥ2 the iteration again converges to the correct value

lim
k→∞

ĝk(k) = lim
k→∞

ĥĝ′
1− |1− ĥ2|k

ĥ2
= ĝ

′

ĥ
, if |1− ĥ2| < 1 (17.87)

17.6 Further Equivalent Approaches

This final section shows further equivalent approaches to modeling, which shed
light to modeling from different point of views. As another continuous ap-
proach elasticity models are discussed in Section 17.6.1 and as an interesting
discrete approach electric network models (Section 17.6.2).

17.6.1 Elasticity Models

At this point of our discussion, it is useful to discuss an analogous physical
problem that gives further insight how similarity and smoothing constraints
balance each other. With a physical model these two terms correspond to two
types of forces.

Again, we will use the example of optical flow determination. We regard the
image as painted onto an elastic membrane. Motion will shift the membrane
from image to image. Especially nonuniform motion causes a slight expansion
or contraction of the membrane. The similarity term acts as an external force
that tries to pull the membrane towards the corresponding displacement vector
(DV). The inner elastic forces distribute these deformations continuously over
the whole membrane, producing a smooth displacement vector field (DVF).

Let us first consider the external forces in more detail. It does not make much
sense to set the deformations at those points where we can determine the DV to
the estimated displacement without any flexibility. Instead we allow deviations
from the expected displacements which may be larger, the more uncertain the
determination of the DV is. Physically, this is similar to a pair of springs whose
spring constant is proportional to the certainty with which the displacement
can be calculated. The zero point of the spring system is set to the computed
displacement vector. As the membrane is two-dimensional, two pairs of springs
are required. The direction of the spring system is aligned according to the
local orientation (Section 13.3). At an edge, only the displacement normal to the
edge can be computed (aperture problem, Section 14.2.2). In this case, only one
spring pair is required; a displacement parallel to the edge does not result in a
restoring force.
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The external spring forces are balanced by the inner elastic forces trying to even
out the different deformations. Let us look again at the Euler-Lagrange equation
of the optical flow (Eq. (17.23)) from this point of view. We can now understand
this equation in the following way:(∇g f + gt)∇g︸ ︷︷ ︸

external force

− α2∆f︸ ︷︷ ︸
internal force

= 0, (17.88)

where α2 is an elasticity constant . In the expression for the internal forces only
second derivatives appear, because a constant gradient of the optical flow does
not result in net inner forces.

The elasticity features of the membrane are expressed in a single constant. Fur-
ther insight into the inner structure of the membrane is given by the Lagrange
function (Eq. (17.19)):

L
(
f ,fxp ,x

)
= α2

(
|∇f 1|2 + |∇f 2|2

)
︸ ︷︷ ︸

T , deformation energy

+ (∇g f + gt)2︸ ︷︷ ︸
–V , potential

. (17.89)

The Lagrange function is composed of the potential of the external force as it
results from the continuity of the optical flow and an energy term related to the
inner forces. This term is thus called deformation energy . This energy appears
in place of the kinetic energy in the classical example of the Lagrange function
for a mass point, as the minimum is not sought in time but in space.

The deformation energy may be split up into several terms which are closely
related to the different modes of deformation:

T
(
fxp

)
= 1

2

⎡
⎢⎢⎣(
(f1)x + (f2)y

)2

︸ ︷︷ ︸
dilation

+

(
(f1)x − (f2)y

)2 +
(
(f1)y + (f2)x

)2

︸ ︷︷ ︸
shear

+
(
(f1)y − (f2)x

)2

︸ ︷︷ ︸
rotation

⎤
⎥⎥⎦ .

(17.90)

Clearly, the elasticity features of the membrane match the kinematics of motion
optimally. Each possible deformation that may occur because of the different
modes of 2-D motion on the image plane is equally weighted.

Physically, such a membrane makes no sense. The differential equation for a
real physical membrane is different [47]:

f − (λ+ µ)∇(∇u)− µ∆u = 0. (17.91)

The elasticity of a physical membrane is described by the two constants λ and
µ. λ = −µ is not possible; as a result, the additional term ∇(∇u) (in compar-
ison to the model membrane for the DVF) never vanishes. If there is no cross
contraction, λ can only be zero.

With the membrane model, only the elongation is continuous, but not the first-
order derivative. Discontinuities occur exactly at the points where external
forces are applied to the membrane. This results directly from Eq. (17.23). A
locally applied external force corresponds to a δ distribution in the similarity
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Figure 17.12: Simple 1-D network for a 1-D smooth DVF; after Harris [72].

term. Integrating Eq. (17.23), we obtain a discontinuity in the first-order deriv-
atives.

These considerations call into question the smoothness constraints considered
so far. We know that the motion of planar surface elements does not result in
such discontinuities. Smoothness of the first-order derivatives can be forced if
we include second-order derivatives in the smoothness term (Eq. (17.23)) or the
deformation energy (Eq. (17.89)). Physically, such a model is similar to a thin
elastic plate that cannot be folded like a membrane.

17.6.2 Network Models

In this section we discuss another method emerging from electrical engineering,
the network model . It has the advantage of being a discrete model which directly
corresponds to discrete imagery. This section follows the work of Harris [71,
72]. The study of network models has become popular since network structures
can be implemented directly on such massive parallel computer systems as the
Connection Machine at Massachusetts Institute of Technology (MIT) [72] or in
analog VLSI circuits [137].

One-Dimensional Networks. First, we consider the simple 1-D case. The
displacement corresponds to an electric tension. Continuity is forced by inter-
connecting neighboring pixels with electrical resistors. In this way, we build up
a linear resistor chain as shown in Fig. 17.12. We can force the displacement at
a pixel to a certain value by applying a potential at the corresponding pixel. If
only one voltage source exists in the resistor chain, the whole network is put
to the same constant voltage. If another potential is applied to a second node
of the network and all interconnecting resistors are equal, we obtain a linear
voltage change between the two points. In summary, the network of resistors
forces continuity in the voltage, while application of a voltage at a certain node
forces similarity.

There are different types of boundary conditions. On the one hand, we can
apply a certain voltage to the edge of the resistor chain and thus force a certain
value of the displacement vector at the edge of the image. On the other hand,
we can make no connection. This is equivalent to setting the first-order spatial
derivative to zero at the edge. The voltage at the edge is then equal to the
voltage at the next connection to a voltage source.

In the elasticity models (Section 17.6.1) we did not set the displacements to the
value resulting from the similarity constraint directly, but allowed for some flex-
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Figure 17.13: Discrete network model for a 1-D scalar feature with smooth first-
order derivatives; after Harris [72].

ibility by applying the displacement via a spring. In a similar manner we apply
the voltage, U0n, to the noden not directly but via the resistor Sn (Fig. 17.12). We
set the resistance proportional to the uncertainty of the displacement vector.
The difference equation for the network model is given by the rule that the sum
of all currents must cancel each other at every node of the network. Using the
definitions given in Fig. 17.12, we obtain for the node n of the network

Un −U0n

Sn
+ Un −Un−1

R
+ Un −Un+1

R
= 0. (17.92)

The two fractions on the right side constitute the second-order discrete differ-
entiation operator D2

x (see Section 12.5.2). Thus Eq. (17.92) results in

1
S
(U −U0)− 1

R
∂2U
∂x2

= 0. (17.93)

This equation is the 1-D form of Eq. (17.23). For a better comparison, we rewrite
this equation for the 1-D case:

(∂xg)2
(
f + ∂tg

∂xg

)
−α2 ∂2f

∂x2
= 0. (17.94)

Now we can quantify the analogy between the displacement vectors and the
network model. The application of the potential U0 corresponds to the com-
putation of the local velocity by −(∂tg)/(∂xg). The similarity and smoothness
terms are weighted with the reciprocal resistance (conductance) 1/S and 1/R
instead of with the squared gradient (∂xg)2 and α2.

Generalized Networks. Now we turn to the question of how to integrate the
continuity of first-order derivatives into the network model. Harris [71] used
an active subtraction module which computes the difference of two signals.
All three connections of the element serve as both inputs and outputs. At two
arbitrary inputs we apply a voltage and obtain the corresponding output voltage
at the third connection.
Such a module requires active electronic components [71]. Figure 17.13 shows
how this subtraction module is integrated into the network. It computes the
difference voltage between two neighboring nodes. These differences — and
not the voltages themselves — are put into the resistor network.
In this way we obtain a network that keeps the first derivative continuous. We
can generalize this approach to obtain networks that keep higher-order deriva-
tives continuous by adding several layers with subtraction modules (Fig. 17.14).
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Figure 17.14: Generalized network for a 1-D DVF that keeps higher-order deriv-
atives smooth; after Harris [72].
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Figure 17.15: Generalized 1-D network with a discontinuity in the DVF and its
first spatial derivative as indicated.

Discontinuities in Networks. Displacement vector fields show disconti-
nuities at the edges of moving objects. Discontinuities can easily be imple-
mented in the network model. In the simple network with zero-order continu-
ity (Fig. 17.12), we just remove the connecting resistor between two neighboring
nodes to produce a potential jump between these two nodes. In order to con-
trol the smoothness (Section 17.2.5), we can also think of a nonlinear network
model with voltage-dependent resistors. We might suspect discontinuities at
steep gradients in the velocity field. If the resistance increases with the tension,
we have a mechanism to produce implied discontinuities. These brief consid-
erations illustrate the flexibility and suggestiveness of network models.

Integration of discontinuities is more complex in a generalized network. Here
we may place discontinuities at each level of the network, i. e., we may make
either the DVF or any of its derivatives discontinuous by removing a resistor at
the corresponding level. We need to remove all resistors of deeper-lying nodes
that are connected to the point of discontinuity (Fig. 17.15). Otherwise, the
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Un-1 Un Un+1

Figure 17.16: 1-D network with capacitors to simulate the convergence of itera-
tive solutions.

higher-order derivatives stay continuous and cause the lower-order derivatives
to become continuous.

Two-Dimensional Networks. The network model can also be used for higher-
dimensional problems. For a 2-D network model with zero-order continuity, we
build up a 2-D mesh of resistors. The setup of generalized 2-D network models
with higher-order continuity constraints is more complex. In each level we must
consider the continuity of several partial derivatives. There are two first-order
spatial derivatives, a horizontal and a vertical one. For each of them, we need
to build up a separate layer with subtraction modules as shown in Fig. 17.13,
in order to observe the smoothness constraint. Further details can be found in
Harris [72].

Multigrid Networks. One of the most important practical issues is finding
the rate of convergence of iterative methods for solving large equation systems
in order to model them with networks. The question arises of whether it is also
possible to integrate this important aspect into the network model. Iteration
introduces a time dependency into the system, which can be modeled by adding
capacitors to the network (Fig. 17.16). The capacitors do not change at all the
static properties of the network.

When we start the iteration, we know the displacement vectors only at some
isolated points. Therefore we want to know how many iterations it takes to
carry this information to distant points where we do not have any displacement
information. To answer this question, we derive the difference equation for the
resistor-capacitor chain as shown in Fig. 17.16. It is given by the rule that the
sum of all currents flowing into one node must be zero. In addition, we need to
know that the current flowing into a capacitor is proportional to its capacitance
C and the temporal derivative of the voltage ∂U/∂t:

Un−1 −Un
R

+ Un+1 −Un
R

− C ∂Un
∂t

= 0 (17.95)

or
∂Un
∂t

= (∆x)
2

RC
∂2Un
∂x2

. (17.96)

In the second equation, we have introduced ∆x as the spatial distance between
neighboring nodes in order to formulate a spatial derivative. Also, RC = τ ,
the time constant of an individual resistor-capacitor circuit. Equation (17.96) is
the discrete 1-D formulation of one of the most important equations in natural
sciences, the transport or diffusion equation, which we discussed in detail in
Sections 5.3.1 and 17.3. Without explicitly solving Eq. (17.96), we can answer
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the question as to the time constant needed to smooth the displacement vector
field over a certain space scale. Let us assume a spatially varying potential with
a wavelength λ decreasing exponentially with a time constant τλ that depends
on the wavelength λ (compare Section 5.3.1):

U(x) = U0(x) exp(−t/τ) exp(ikx). (17.97)

Introducing this equation into Eq. (17.96), we obtain

τλ = τ
(∆x k)2

= τ
4π2(∆x)2

λ2. (17.98)

With this result, we can answer the question as to the convergence time of
the iteration. The convergence time goes with the square of the wavelength
of the structure. Consequently, it takes four times longer to get gray values at
double the distance into equilibrium. Let us arbitrarily assume that we need one
iteration step to bring neighboring nodes into equilibrium. We then need 100
iteration steps to equilibrate nodes that are 10 pixels distant. If the potential is
only known at isolated points, this approach converges too slowly to be useful.

Multigrid data structures, which we discussed in Chapter 5, are an efficient
tool to accelerate the convergence of the iteration. At the coarser levels of the
pyramid, distant points come much closer together. In a pyramid with only six
levels, the distances shrink by a factor of 32. Thus we can compute the large-
scale structures of the DVF with a convergence rate that is about 1000 times
faster than on the original image. We do not obtain any small-scale variations,
but can use the coarse solution as the starting point for the iteration at the next
finer level.

In this way, we can refine the solution from level to level and end up with a
full-resolution solution at the lowest level of the pyramid. The computations
at all the higher levels of the pyramid do not add a significant overhead, as the
number of pixels at all levels of the pyramid is only one third more than at the
lowest level. The computation of the DVF of the taxi scene (Fig. 17.3) with this
method is shown in Fig. 17.4.

17.7 Exercises

Problem 17.1: Inhomogeneous and anisotropic diffusion

Interactive demonstration of smoothing using inhomogeneous and anisotropic
diffusion (dip6ex17.01)

Problem 17.2: Regularized motion analysis

Interactive demonstration of several techniques for regularized motion analysis
(dip6ex17.02)

Problem 17.3: Iterative inverse filtering

Interactive demonstration of iterative inverse filtering; generation of test images
with motion blur and defocusing (dip6ex17.03).



17.7 Exercises 499

Problem 17.4: ∗∗Plane regression

Study the regression of an image function by a plane with the least squares
technique discussed in Section 17.4.1:

d(x,y) = a0 + a1x + a2y

Questions:

1. Determine the overdetermined equation system (Gm = d).

2. Under which conditions does the overdetermined equation system result in
a unique least-squares solution? Discuss the properties of the matrix GTG,
which needs to be inverted. (Hint: it is easy to answer this question if you
diagonalize the symmetric matrix (principal coordinate system).)

3. Under which conditions are the parameters of the plane fit

m = [a0, a1, a2]T

statistically uncorrelated? (Hint: you need the covariance matrix ofm, which
is given by cov(m) = (GTG)−1σ 2 for statistically uncorrelated data d with an
equal variance σ 2.)

4. Solve the equation system explicitly for the case of 3× 3 = 9 data points on
a square grid with the distance ∆x that is centered at the origin. How does
the accuracy of the regression parameters m depend on the distance ∆x?

5. Can you express the estimate of the three regression parametersm = [a0, a1, a2]T

as convolution operations? If yes, compute the corresponding convolution
masks.

Problem 17.5: ∗Inverse filtering

Consider the following point spread functions for a 1-D blurring:

1. H = [1/3,1/3,1/3] (box mask)

2. H = [1/4,1/2,1/4] (binomial mask)

3. H = [1/8,3/4,1/8]
Answer the following questions

• Is it possible to remove the blurring by inverse filtering?

• If yes, determine the transfer function of the inverse filter.

• If yes, determine the convolution mask of the inverse filter (Tip: series ex-
pansion).

Problem 17.6: ∗∗Iterative inverse filtering

We assume that the image G′ is blurred by a convolution with the mask H
and denote the series of iteratively restored images with Gk. Three well-known
iteration schemes are
Van Cittert iteration:

G0 = G′, Gk+1 = G′ + (I −H)∗Gk
Stabilized VanCittert iteration:

G0 = H ∗G′, Gk+1 = H ∗G′ + (I −H ∗H)∗Gk
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Regularized iteration:

G0 = H ∗G′, Gk+1 = H ∗G′ + (B−H ∗H)∗Gk
(I means the identity operator and B a smoothing mask.)
Use the following degradation masks

1. H = [1/3,1/3,1/3] (box mask)

2. H = [1/8,3/4,1/8]
to answer the following questions:

• Does the iteration converge?

• If yes, against which limit?

(Hint: The questions cans be answered easily in Fourier space!)

17.8 Further Readings

This subject of this chapter relies heavily on matrix algebra. Golub and van Loan
[63] give an excellent survey on matrix computations. Variational methods (Sec-
tion 17.2) are expounded by Jähne et al. [96, Vol. 2, Chapter 16] and Schnörr
and Weickert [181]. The usage of the membran model (Section 17.6.1) was first
reported by Broit [15], who applied it in computer tomography. Later it was
used and extended by Dengler [35] for image sequence processing. Nowadays,
elasticity models are a widely used tool in quite different areas of image process-
ing such as modeling and tracking of edges [104], reconstruction of 3-D objects
[202] and reconstruction of surfaces [201]. Anisotropic diffusion (Section 17.3)
and nonlinear scale spaces are an ongoing research topic. An excellent account
is given by Weickert [215] and Jähne et al. [96, Vol. 2, Chapter 15]. Optimal
filters for fast anisotropic diffusion are discussed by Scharr and Weickert [179]
and Scharr and Uttenweiler [178].



18 Morphology

18.1 Introduction

In Chapters 16 and 17 we discussed the segmentation process that ex-
tracts objects from images, i. e., identifies which pixels belong to which
objects. Now we can perform the next step and analyze the shape of the
objects. In this chapter, we discuss a class of neighborhood operations
on binary images, the morphological operators that modify and analyze
the form of objects.

18.2 Neighborhood Operations on Binary Images

18.2.1 Binary Convolution

In our survey of digital image processing, operators relating pixels in a
small neighborhood emerged as a versatile and powerful tool for scalar
and vector images (Chapter 4). The result of such an operation in binary
images can only be a zero or a one. Consequently, neighborhood opera-
tors for binary images will work on the shape of object, adding pixels to
an object or deleting pixels from an object. In Sections 4.2 and 4.3 we
discussed the two basic operations for combining neighboring pixels of
gray value images: convolution (“weighting and summing up”) and rank
value filtering (“sorting and selecting”). With binary images, we do not
have much choice as to which kind of operations to perform. We can
combine pixels only with the logical operations of Boolean algebra. We
might introduce a binary convolution by replacing the multiplication of
the image and mask pixels with an and operation and the summation by
an or operation:

g′mn =
R∨

m′=−R

R∨
n′=−R

mm′,n′ ∧ gm+m′,n+n′ . (18.1)

The ∧ and ∨ denote the logical and and or operations, respectively. The
binary image G is convolved with a symmetric 2R + 1× 2R + 1 mask M.
Note that in contrast to convolution operations, the mask is not mirrored
at the origin (see Section 4.2.5).
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a b c

Figure 18.1: b Dilation and c erosion of a binary object in a with a 3× 3 mask.
The removed (erosion) and added (dilation) pixels are shown in a lighter color.

What does this operation achieve? Let us assume that all the coef-
ficients of the mask are set to ‘one’. If one or more object pixels, i. e.,
‘ones’, are within the mask, the result of the operation will be one, oth-
erwise it is zero (Fig. 18.1a, b). Hence, the object will be dilated. Small
holes or cracks will be filled and the contour line will become smoother,
as shown in Fig. 18.2b. The operator defined by Eq. (18.1) is known as
the dilation operator .

Interestingly, we can end up with the same effect if we apply rank-
value filter (see Section 4.3) to binary images. Let us take the maximum
operator . The maximum will then be one if one or more ‘ones’ are within
the mask, just as with the binary convolution operation in Eq. (18.1).

The minimum operator has the opposite effect. Now the result is only
one if the mask is completely within the object (Fig. 18.1c). In this way the
object is eroded. Objects smaller than the mask disappear completely
and objects connected only by a small bridge will become disconnected.
The erosion of an object can also be performed using binary convolution
with logical and operations:

g′mn =
R∧

m′=−R

R∧
n′=−R

mm′,n′ ∧ gm+m′,n+n′ (18.2)

For higher-dimensional images, Eqs. (18.1) and (18.2) just need to be
appended by another loop for each coordinate. In 3-D space, the dilation
operator is, for instance,

g′lmn =
R∨

l′=−R

R∨
m′=−R

R∨
n′=−R

ml′m′n′ ∧ gl+l′,m+m′,n+n′ . (18.3)

By transferring the concepts of neighborhood operations for gray
value images to binary images we have gained an important tool to op-
erate on the form of objects. We have already seen in Fig. 18.1 that these
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operations can be used to fill small holes and cracks or to eliminate small
objects.

The size of the mask governs the effect of the operators, therefore
the mask is often called the structure element . For example, an erosion
operation works like a net that has holes in the shape of the mask. All
objects that fit through the hole will slip through and disappear from
the image. An object remains only if at least at one point the mask is
completely covered by object pixels. Otherwise it disappears.

An operator that works on the form of objects is called a morphologi-
cal operator . The name originates from the research area of morphology
which describes the form of objects in biology and geosciences.

18.2.2 Operations on Sets

We used a rather unconventional way to introduce morphological oper-
ations. Normally, these operations are defined as operations on sets of
pixels. We regard G as the set of all the pixels of the matrix that are not
zero. M is the set of the non-zero mask pixels. With Mp we denote the
mask shifted with its reference point (generally but not necessarily its
center) to the pixel p. Erosion is then defined as

G�M = {p : Mp ⊆ G} (18.4)

and dilation as
G⊕M = {p : Mp ∩G ≠∅}. (18.5)

These definitions are equivalent to Eqs. (18.1) and (18.2), respectively.
We can now express the erosion of the set of pixels G by the set of pixels
M as the set of all the pixels p for which Mp is completely contained in
G. In contrast, the dilation of G byM is the set of all the pixels for which
the intersection between G and Mp is not an empty set. As the set-
theoretical approach leads to more compact and illustrative formulas,
we will use it from now on.

Equations Eqs. (18.1) and (18.2) still remain important for the im-
plementation of morphological operators with logical operations. The
erosion and dilation operators can be regarded as elementary morpho-
logical operators from which other more complex operators can be built.
Their properties are studied in detail in the next section.

18.3 General Properties

Morphological operators share most but not all of the properties we have
discussed for linear convolution operators in Section 4.2. The properties
discussed below are not restricted to 2-D images but are generally valid
for N-dimensional image data.
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18.3.1 Shift Invariance

Shift invariance results directly from the definition of the erosion and di-
lation operator as convolutions with binary data in Eqs. (18.1) and (18.2).
Using the shift operator S as defined in Eq. (4.17) and the operator nota-
tion, we can write the shift invariance of any morphological operator M
as

M (mnSG) = mnS (MG) . (18.6)

18.3.2 Principle of Superposition

What does the superposition principle for binary data mean? For gray
value images it is defined as

H (aG+ bG′) = aHG+ bHG′. (18.7)

The factors a and b make no sense for binary images; the addition of
images corresponds to the union or logical or of images. If the superposi-
tion principle is valid for morphological operationsM on binary images,
it has the form

M(G∪G′) = (MG)∪ (MG′) or M(G∨G′) = (MG)∨ (MG′). (18.8)

The operation G∨G′ means a pointwise logical or of the elements of the
matrices G and G′. Generally, morphological operators are not additive
in the sense of Eq. (18.8). While the dilation operation conforms to the
superposition principle, erosion does not. The erosion of the union of
two objects is generally a superset of the union of two eroded objects:

(G∪G′)�M ⊇ (G�M)∪ (G′ �M)
(G∪G′)⊕M = (G⊕M)∪ (G′ ⊕M). (18.9)

18.3.3 Commutativity and Associativity

Morphological operators are generally not commutative:

M1 ⊕M2 =M2 ⊕M1, but M1 �M2 ≠M2 �M1. (18.10)

We can see that erosion is not commutative if we take the special case
that M1 ⊃ M2. Then the erosion of M2 by M1 yields the empty set.
However, both erosion and dilation masks consecutively applied in a
cascade to the same image G are commutative:

(G�M1)�M2 = G� (M1 ⊕M2) = (G�M2)�M1

(G⊕M1)⊕M2 = G⊕ (M1 ⊕M2) = (G⊕M2)⊕M1.
(18.11)

These equations are important for the implementation of morphological
operations. Generally, the cascade operation with k structure elements
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M1,M2, . . . ,Mk is equivalent to the operation with the structure element
M =M1⊕M2⊕. . .⊕Mk. In conclusion, we can decompose large structure
elements in the very same way as we decomposed linear shift-invariant
operators. An important example is the composition of separable struc-
ture elements by the horizontal and vertical elements M = Mx ⊕My .
Another less trivial example is the construction of large one-dimensional
structure elements from structure elements including many zeros:

[1 1 1]⊕ [1 0 1] = [1 1 1 1 1]
[1 1 1 1 1]⊕ [1 0 0 0 1] = [1 1 1 1 1 1 1 1 1]
[1 1 1 1 1 1 1 1 1]⊕ [1 0 0 0 0 0 0 0 1]
= [1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1]

. (18.12)

In this way, we can build up large exponentially growing structure ele-
ments with a minimum number of logical operations just as we built up
large convolution masks by cascading in Section 11.5. It is more difficult
to obtain isotropic, i. e., circular-shaped, structure elements. The prob-
lem is that the dilation of horizontal and vertical structure elements
always results in a rectangular-shaped structure element, but not in a
circular mask. A circular mask can be approximated, however, with one-
dimensional structure elements running in more directions than only
along the axes. As with smoothing convolution masks, large structure
elements can be built efficiently by cascading multistep masks.

18.3.4 Monotony

Erosion and dilation are monotonic operations

G1 ⊆ G2 � G1 ⊕M ⊆ G2 ⊕M
G1 ⊆ G2 � G1 �M ⊆ G2 �M. (18.13)

Monotony means that the subset relations are invariant with respect to
erosion and dilation.

18.3.5 Distributivity

Linear shift-invariant operators are distributive with regard to addition.
The corresponding distributivities for erosion and dilation with respect
to the union and intersection of two imagesG1 andG2 are more complex:

(G1 ∩G2)⊕M ⊆ (G1 ⊕M)∩ (G2 ⊕M)
(G1 ∩G2)�M = (G1 �M)∩ (G2 �M) (18.14)

and
(G1 ∪G2)⊕M = (G1 ⊕M)∪ (G2 ⊕M)
(G1 ∪G2)�M ⊇ (G1 �M)∪ (G2 �M). (18.15)

Erosion is distributive over the intersection operation, while dilation is
distributive over the union operation.
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a b

c d

Figure 18.2: Erosion and opening: a original binary image; b erosion with a
3× 3 mask; c opening with a 3× 3 mask; d opening with a 5× 5 mask.

18.3.6 Duality

Erosion and dilation are dual operators. By negating the binary image,
erosion is converted to dilation and vice versa:

G�M = G⊕M
G⊕M = G�M. (18.16)

18.4 Composite Morphological Operators

18.4.1 Opening and Closing

Using the elementary erosion and dilation operations we now develop
further useful operations to work on the form of objects. While in the
previous section we focused on the general and theoretical aspects of
morphological operations, we now concentrate on application.

The erosion operation is useful for removing small objects. However,
it has the disadvantage that all the remaining objects shrink in size. We
can avoid this effect by dilating the image after erosion with the same
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a b

c d

Figure 18.3: Dilation and closing: a original binary image; b dilation with a
3× 3 mask; c closing with a 3× 3 mask; d closing with a 5× 5 mask.

structure element. This combination of operations is called an opening
operation

G ◦M = (G�M)⊕M. (18.17)

The opening sieves out all objects which at no point completely con-
tain the structure element, but avoids a general shrinking of object size
(Fig. 18.2c, d). It is also an ideal operation for removing lines with a
thickness smaller than the diameter of the structure element. Note also
that the object boundaries become smoother.

In contrast, the dilation operator enlarges objects and closes small
holes and cracks. General enlargement of objects by the size of the
structure element can be reversed by a following erosion (Fig. 18.3d and
e). This combination of operations is called a closing operation

G •M = (G⊕M)�M. (18.18)

The area change of objects with different operations may be summarized
by the following relations:

G�M ⊆ G ◦M ⊆ G ⊆ G •M ⊆ G⊕M. (18.19)
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Opening and closing are idempotent operations:

G •M = (G •M) •M
G ◦M = (G ◦M) ◦M, (18.20)

i. e., a second application of a closing and opening with the same struc-
ture element does not show any further effects.

18.4.2 Hit-Miss Operator

The hit-miss operator originates from the question of whether it is pos-
sible to detect objects of a specific shape. The erosion operator only
removes objects that at no point completely contain the structure ele-
ment and thus removes objects of very different shapes. Detection of a
specific shape requires a combination of two morphological operators.
As an example, we discuss the detection of objects containing horizontal
rows of three consecutive pixels.

If we erode the image with a 1× 3 mask that corresponds to the shape
of the object

M1 = [1 1 1] , (18.21)

we will remove all objects that are smaller than the target object but
retain also all objects that are larger than the mask, i. e., where the shifted
mask is a subset of the objectG (Mp ⊂ G, Fig. 18.4d). Thus, we now need
a second operation to remove all objects larger than the target object.

This can be done by analyzing the background of the original binary
image. Thus, we can use as a second step an erosion of the background
with a 3× 5 mask M2 in which all coefficients are zero except for the
pixels in the background, surrounding the object. This is a negative
mask for the object:

M2 =
⎡
⎢⎣ 1 1 1 1 1

1 0 0 0 1
1 1 1 1 1

⎤
⎥⎦ . (18.22)

The eroded background then contains all pixels in which the back-
ground has the shape of M2 or larger (M2 ⊆ G, Fig. 18.4b). This cor-
responds now to objects having the sought shape or a smaller one. As
the first erosion obtains all objects equal to or larger than the target, the
intersection of the image eroded with M1 and the background eroded
with M2 gives all center pixels of the objects with horizontal rows of
three consecutive pixels (Fig. 18.4e). In general, the hit-miss operator is
defined as

G⊗ (M1,M2) = (G�M1)∩ (G�M2)

= (G�M1)∩ (G⊕M2)

with M1 ∩M2 = ∅.
(18.23)
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a b c

d e f

Figure 18.4: Illustration of the hit-miss operator for extracting all objects con-
taining horizontal rows of three consecutive pixels:
a original image; in all following images, the black pixels of the original image
are displayed as light gray pixels and black pixels are pixels with the value 1
generated by the corresponding operator;
b background eroded by a 3× 5 mask (Eq. (18.22)); c background eroded by the
3× 7 mask (Eq. (18.24));
d object eroded by the 1× 3 mask (Eq. (18.21));
e intersection of b and d extracting the objects with horizontal rows of 3 consec-
utive pixels;
f intersection of c and d extracting objects with 3 to 5 horizontal rows of consec-
utive pixels in a 3× 7 free background.

The conditionM1∩M2 = ∅ is necessary, because otherwise the hit-miss
operator would result in the empty set.

With the hit-miss operator, we have a flexible tool with which we can
detect objects of a given specific shape. The versatility of the hit-miss
operator can easily be demonstrated by using another miss mask

M3 =
⎡
⎢⎣ 1 1 1 1 1 1 1

1 0 0 0 0 0 1
1 1 1 1 1 1 1

⎤
⎥⎦ . (18.24)

Erosion of the background with this mask leaves all pixels in the binary
image where the union of the maskM3 with the object is zero (Fig. 18.4c).
This can only be the case for objects with horizontal rows of one to five
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consecutive pixels in a 3× 7 large background. Thus, the hit-miss oper-
ator with M1 and M3 gives all center pixels of objects with horizontal
rows of 3 to 5 consecutive pixels in a 3× 7 large background (Fig. 18.4f).

As the hit and miss masks of the hit-miss operator are disjunct, they
can be combined into one mask using a hit (1), miss (-1), and don’t care
(0) notation. The combined mask is marked by 1 where the hit mask is
one, by 0 where the miss mask is one, and by x where both masks are
zero. Thus, the hit-miss mask for detecting objects with horizontal rows
of 3 to 5 consecutive pixels is

M =
⎡
⎢⎣ −1 −1 −1 −1 −1 −1 −1
−1 0 1 1 1 0 −1
−1 −1 −1 −1 −1 −1 −1

⎤
⎥⎦ (18.25)

If a hit-miss mask has no don’t-care pixels, it extracts objects of an
exact shape given by the 1-pixels of the mask. If don’t-care pixels are
present in the hit-miss mask, the 1-pixels give the minimum and the
union of the 1-pixels and don’t-care pixels the maximum of the detected
objects.

As another example, the hit-mass mask

MI =
⎡
⎢⎣ −1 −1 −1
−1 1 −1
−1 −1 −1

⎤
⎥⎦ (18.26)

detects isolated pixels. Thus, the operation G/G⊗MI removes isolated
pixels from a binary image. The / symbol represents the set difference
operator.

The hit-miss operator detects certain shapes only if the miss mask
surrounds the hit mask. If the hit mask touches the edge of the hit-miss
mask, only certain shapes at the border of an object are detected. The
hit-miss mask

MC =
⎡
⎢⎣ 0 1 −1

1 1 −1
−1 −1 −1

⎤
⎥⎦ , (18.27)

for instance, detects lower right corners of objects.

18.4.3 Boundary Extraction

Morphological operators can also be used to extract the boundary of a
binary object. This operation is significant as the boundary is a complete
yet compact representation of the geometry of an object from which
further shape parameters can be extracted, as we discuss later in this
chapter.
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a b

c d

Figure 18.5: Boundary extraction with morphological operators: a original bi-
nary image; b 8-connected and c 4-connected boundaries extracted with Mb4

and Mb8, respectively, Eq. (18.28); d 8-connected boundary of the background
extracted by using Eq. (18.30).

Boundary points miss at least one of their neighbors. Thus, an ero-
sion operator with a mask containing all possible neighbors removes all
boundary points. These masks for the 4- and 8-neighborhood are:

Mb4 =
⎡
⎢⎣ 0 1 0

1 1 1
0 1 0

⎤
⎥⎦ and Mb8 =

⎡
⎢⎣ 1 1 1

1 1 1
1 1 1

⎤
⎥⎦ . (18.28)

The boundary is then obtained by the set difference (/ operator) between
the object and the eroded object:

∂G = G/(G�Mb)
= G∩ (G�Mb)
= G∩ (Ḡ⊕Mb).

(18.29)

As Eq. (18.29) shows, the boundary is also given as the intersection
of the object with the dilated background. Figure 18.5 shows 4- and
8-connected boundaries extracted from binary objects using Eq. (18.28).
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The boundary of the background is similarly given by dilating the
object and subtracting it:

∂GB = (G⊕Mb)/G. (18.30)

18.4.4 Distance transforms

The boundary consists of all points with a distance zero to the edge of
the object. If we apply boundary extraction again to the object eroded
with the mask Eq. (18.28), we obtain all points with a distance of one
to the boundary of the object. A recursive application of the boundary
extraction procedure thus gives the distance of all points of the object
to the boundary. Such a transform is called a distance transform and
can be written as

D =
∞⋃
n=1

[
(G�Mn−1

b )/(G�Mn
b) ·n

]
, (18.31)

where the operation · denotes pointwise multiplication of the binary
image of the nth distance contour with the number n.

This straightforward distance transform has two serious flaws. First,
it is a slow iterative procedure. Second, it does not give the preferred
Euclidian distance but — depending on the chosen neighborhood con-
nectivity — the city block or chess board distance (Section 2.2.3).

Fortunately, fast algorithms are available for computing the Euclidian
distance. The Euclidian distance transform is an important transform
because it introduces isotropy for morphological operations. All mor-
phological operations suffer from the fact that the Euclidian distance is
not a natural measure on a rectangular grid. Square-shaped structure
elements, for instance, all inherit the chess board distance. Successive
dilation with such structure elements makes the objects look more and
more like squares, for instance.

The Euclidian distance transform can be used to perform isotropic
erosion and dilation operations. For an erosion operation with a radius
r , we keep only pixels with a distance greater than r in the object. In
a similar way, an isotropic dilation can be performed by computing a
Euclidian distance transform of the background and then an isotropic
erosion of the background.

18.5 Exercises

Problem 18.1: Elementary morphological operators

Interactive demonstration of elementary morphological operators, such as ero-
sion, dilation, opening, and closing (dip6ex18.01)
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Problem 18.2: ∗Commutativity of morphological operators

Check if morphological erosion and dilation operators are commutative and
prove your conclusion! (Hint: If one of the operators is not commutative,
present a counter example.)

Problem 18.3: Hit-miss operator

Interactive demonstration of the hit-miss operator (dip6ex18.02)

Problem 18.4: Morphological boundary detection

Interactive demonstration of morphological boundary detection (dip6ex18.03)

Problem 18.5: Morphological operations with gray-scale images

Interactive demonstration of morphological operators with gray-scale images
(dip6ex18.04)

Problem 18.6: ∗Opening and closing

Opening and closing are two of the most important morphological operators.

1. What happens if you apply an opening or a closing with the same structure
element several times?

2. What is the structure element for an opening operator that should remove all
horizontal lines with a width of only one pixel?

Problem 18.7: ∗Combination of morphological operators

What kind of operation is performed if you

1. subtract an eroded binary image from the original binary image,

2. subtract the original binary image from a dilated image, and

3. subtract an eroded image from a dilated image?

What is different with these three combined morphological operators?

Problem 18.8: ∗∗Decomposition of morphological operators

Large convolution masks can often be decomposed into a number of smaller
masks and thus be performed much more efficiently. Is the same also possible
with morphological masks (structure elements)? Examine this question with the
following examples

1.

[1 1 1] and

⎡
⎢⎣ 1

1
1

⎤
⎥⎦

2.
[1 1 1] and [1 0 0 1 0 0 1]

Problem 18.9: ∗Object detection with the hit-miss operator

The hit-miss operator can be used to detect objects with a specific form.
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1. Show with some examples that the hit-miss mask⎡
⎢⎣ −1 −1 −1
−1 1 −1
−1 −1 −1

⎤
⎥⎦

detects isolated pixels.

2. Which objects are extracted with the following two hit-miss masks?

[0 1 − 1] and [−1 1 0] ?

18.6 Further Readings

The authoritative source for the theory of morphological image processing is a
monograph written by the founders of image morphology, see Serra [186]. The
more practical aspects are covered by Jähne and Haußecker [95, Chapter 14] and
Soille [194]. Meanwhile morphological image processing is a mature research
area with a solid theoretical foundation and a wide range of applications as can
be seen from recent conference proceeding, e. g., Serra and Soille [187].
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19.1 Introduction

All operations discussed in Chapters 11–15 extracted features from im-
ages that are represented as images again. Even the morphological op-
erations discussed in Chapter 18 that analyze and modify the shape of
segmented objects in binary images work in this way. It is obvious, how-
ever, that the shape of objects can be represented in a much more com-
pact form. All information on the shape of an object is, for example,
contained in its boundary pixels.

In Section 19.2, we therefore address the question of how to represent
a segmented object. We will study the representation of binary objects
with the run-length code (Section 19.2.1), the quadtree (Section 19.2.2),
and the chain code (Section 19.2.3). Two further object representations,
moments and Fourier descriptors, are of such significance that we devote
entire sections to them (Sections 19.3 and 19.4).

A compact representation for the shape of objects is not of much use
if it takes a lot of effort to compute it and if it is cumbersome to com-
pute shape parameters directly from it. Therefore we address also the
question of shape parameter extraction from the different shape repre-
sentations in Section 19.5.

Shape parameters are extracted from objects in order to describe
their shape, to compare it to the shape of template objects, or to parti-
tion objects into classes of different shapes. In this respect the impor-
tant questions arises how shape parameters can be made invariant on
certain transformations. Objects can be viewed from different distances
and from different points of view. Thus it is of interest to find shape pa-
rameters that are scale and rotation invariant or that are even invariant
under affine or perspective projection.

19.2 Representation of Shape

19.2.1 Run-Length Code

A compact, simple, and widely used representation of an image is run-
length code. The run-length code is produced by the following procedure.
An image is scanned line by line. If a line contains a sequence of p equal

515
B. Jähne, Digital Image Processing Copyright © 2005 by Springer-Verlag
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a)

Original line (hex): 12 12 12 20 20 20 20 25 27 25 20 20 20 20 20 20

Code (hex):            82 83 2 85

b)

Original line (hex): 1 1 1 1 1 1 0 0 0 1 1 1 0 0 1 0 0 0 0 0 1 1 1 1 1 1 1 1

Code (hex)             0 6 3 3 2 1 5 8

Gray value image

Binary image

12 20 25 27 25 20

Figure 19.1: Demonstration of the run-length code for a gray value image,
b binary image.

pixels, we do not store p times the same value, but store the pixel value
once and indicate that it occurs p times (Fig. 19.1). In this way, large
uniform line segments can be stored very efficiently.

For binary images, the code can be especially efficient as only the two
pixel values zero and one occur. As a sequence of zeroes is always fol-
lowed by a sequence of ones, there is no need to store the pixel value. We
only need to store the number of times a pixel value occurs (Fig. 19.1b).
We must be careful at the beginning of a line, however, as it may begin
with a one or a zero. This problem can be resolved if we assume a line to
begin with zero. If a line should start with a sequence of ones, we start
the run-length code with a zero to indicate that the line begins with a
sequence of zero zeroes (Fig. 19.1b).

Run-length code is suitable for compact storage of images. It has
become an integral part of several standard image formats, for example,
the TGA or the TIFF file formats. Run-length code is less useful for direct
processing of images, however, because it is not object oriented. As a
result, run-length encoding is more useful for compact image storage.
Not all types of images can be successfully compressed with this scheme.
Digitized gray-scale images, for example, always contain some noise so
that the probability for sufficiently long sequences of pixels with the
same gray value is very low. However, high data reduction factors can
be achieved with binary images and many types of computer-generated
gray-scale and color images.

19.2.2 Quadtrees

The run-length codes discussed in Section 19.2.1 are a line-oriented rep-
resentation of binary images. Thus they encode one-dimensional rather
than two-dimensional data. The two-dimensional structure is actually
not considered at all. In contrast, a quadtree is based on the principle of
recursive decomposition of space, as illustrated in Fig. 19.2 for a binary
image.
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a b

NW NE SW SE

Figure 19.2: Representation of a binary image by a region quadtree: a succes-
sive subdivision of the binary image into quadrants; b the corresponding region
quadtree.

First, the whole image is decomposed into four equal-sized quad-
rants. If one of the quadrants does not contain a uniform region, i. e.,
the quadrant is not included entirely in the object or background, it is
again subdivided into four subquadrants. The decomposition stops if
only uniform quadrants are encountered or if the quadrants finally con-
tain only one pixel.

The recursive decomposition can be represented in a data structure
known in computer science as tree (Fig. 19.2b). At the top level of the
tree, the root , the decomposition starts. The root corresponds to the
entire binary image. It is connected via four edges to four child nodes
which represent from left to right the NW, NE, SW, and SE quadrants. If
a quadrant needs no further subdivision, it is represented by a terminal
node or a leaf node in the tree. It is called black when the quadrant
belongs to an object and white otherwise, indicated by a filled and open
square, respectively. Nonleaf nodes require further subdivision and are
said to be gray and shown as open circles (Fig. 19.2b).

Quadtrees can be encoded, for example, by a depth-first traversal of
the tree starting at the root. It is only required to store the type of the
node with the symbols b (black), w (white), and g (gray). We start the
code with the value of the root node. Then we list the values of the
child nodes from left to right. Each time we encounter a gray node, we
continue encoding at one level lower in the tree. This rule is applied
recursively. This means that we return to a higher level in the tree only
after the visited branch is completely encoded down to the lowest level.
This is why this encoding is named depth-first.

The example quadtree shown in Fig. 19.2b results in the code

ggwwgwwwbbwggwbwbbwgwbwwgbwgbbwww.

The code becomes more readable if we include a left parenthesis each
time we descend one level in the tree and a right parenthesis when we
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a
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b

0

1

2
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Figure 19.3: Direction coding in a an 8-neighborhood and b a 4-neighborhood.

ascend again

g(g(wwg(wwwb)b)wg(g(wbwb)bwg(wbww))g(bwg(bbww)w)).

However, the code is unique without the parentheses. A quadtree is a
compact representation of a binary image if it contains many leaf nodes
at high levels. However, in the worst case, for example a regular checker-
board pattern, all leaf nodes are at the lowest level. The quadtree then
contains as many leaf nodes as pixels and thus requires many more bytes
of storage space than the direct representation of the binary image as a
matrix.

The region quadtree discussed here is only one of the many possi-
bilities for recursive spatial decomposition. Three-dimensional binary
images can be recursively decomposed in a similar way. The 3-D im-
age is subdivided into eight equally sized octants. The resulting data
structure is called a region octree. Quadtrees and octrees have gained
significant importance in geographic information systems and computer
graphics.

Quadtrees are a more suitable encoding technique for images than the
line-oriented run-length code. But they are less suitable for image analy-
sis. It is rather difficult to perform shape analysis directly on quadtrees.
Without going into further details, this can be seen from the simple fact
that an object shifted by one pixel in any direction results in a com-
pletely different quadtree. Region quadtrees share their most important
disadvantage with run-length code: the technique is a global image de-
composition and not one that represents objects extracted from images
in a compact way.

19.2.3 Chain Code

In contrast to run-length code and quadtrees, chain code is an object-
related data structure for representing the boundary of a binary object
effectively on a discrete grid. Instead of storing the positions of all the
boundary pixels, we select a starting pixel and store only its coordinate.
If we use an algorithm that scans the image line by line, this will be
the uppermost left pixel of the object. Then we follow the boundary
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a b

Figure 19.4: Boundary representation with the chain code: a 8-neighborhood;
b 4-neighborhood.

in a clockwise direction. In a 4-neighborhood there are 4 and in an 8-
neighborhood 8 possible directions to go, which we can encode with a
3-bit or 2-bit code as indicated in Fig. 19.3. Extracted boundaries are
shown in Fig. 19.4 for a 4-neighborhood and an 8-neighborhood.

The chain code shows a number of obvious advantages over the ma-
trix representation of a binary object:

First, the chain code is a compact representation of a binary object.
Let us assume a disk-like object with a diameter of R pixels. In a direct
matrix representation we need to store the bounding box of the object
(see Section 19.5.4), i. e., about R2 pixels which are stored in R2 bits. The
bounding rectangle is the smallest rectangle enclosing the object. If we
use an 8-connected boundary, the disk has about πR boundary points.
The chain code of the πR points can be stored in about 3πR bits. For
objects with a diameter larger than 10, the chain code is a more compact
representation.

Second, the chain code is a translation invariant representation of a
binary object. This property makes it easier to compare objects. How-
ever, the chain code is neither rotation nor scale invariant. This is a
significant disadvantage for object recognition, although the chain code
can still be used to extract rotation invariant parameters, such as the
area of the object.

Third, the chain code is a complete representation of an object or
curve. Therefore, we can — at least in principle — compute any shape
feature from the chain code.

As shown in Section 19.5, we can compute a number of shape pa-
rameters — including the perimeter and area — more efficiently using
the chain-code representation than in the matrix representation of the
binary image. The limitation here is, of course, that the chain code is a
digital curve on a discrete grid and as such describes the boundary of
the object only within the precision of the discrete grid.
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If the object is not connected or if it has holes, we need more than
one chain code to represent it. We must also include information on
whether the boundary surrounds an object or a hole. Reconstruction of
the binary image from a chain code is an easy procedure: we can draw
the outline of the object and then use a fill operation to paint it.

19.3 Moment-Based Shape Features

19.3.1 Definitions

In this section we present a systematic approach to object shape descrip-
tion. We first define moments for gray value and binary images and then
show how to extract useful shape parameters from this approach. We
will discuss Fourier descriptors in a similar manner in Section 19.4.

We used moments in Section 3.2.2 to describe the probability den-
sity function for gray values. Here we extend this description to two
dimensions and define the moments of the gray value function g(x) of
an object as

µp,q =
∫
(x1 − x1)p(x2 − x2)q g(x)d2x, (19.1)

where

xi =
∫
xig(x)d2x

/∫
g(x)d2x. (19.2)

The integration includes the area of the object. Instead of the gray value,
we may use more generally any pixel-based feature to compute object
moments. The vector x = (x1, x2) is called the center of mass of the
object by analogy to classical mechanics. Think of g(x) as the density
ρ(x) of the object; then the zero-order moment µ0,0 becomes the total
mass of the object.

All the moments defined in Eq. (19.1) are related to the center of mass.
Therefore they are often denoted as central moments. Central moments
are translation invariant and thus are useful features for describing the
shape of objects.

For discrete binary images, the moment calculation reduces to

µp,q =
∑
(x1 − x1)p(x2 − x2)q. (19.3)

The summation includes all pixels belonging to the object. For the de-
scription of object shape we may use moments based on either binary,
gray scale or feature images. Moments based on gray scale or feature
images reflect not only the geometrical shape of an object but also the
distribution of features within the object. As such, they are generally
different from moments based on binary images.
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Figure 19.5: Principal axes of the inertia tensor of an object for rotation around
the center of mass.

19.3.2 Scale-Invariant Moments

Often it is necessary to use shape parameters that do not depend on
the size of the object. This is always required if objects observed from
different distances must be compared. Moments can be normalized in
the following way to obtain scale-invariant shape parameters. If we scale
an object g(x) by a factor of α, g′(x) = g(x/α), its moments are scaled
by

µ′p,q = αp+q+2 µp,q.

We can then normalize the moments with the zero-order moment, µ0,0,
to gain scale-invariant moments

µ̄ = µp,q
µ(p+q+2)/2

0,0

.

Because the zero-order moment of a binary object gives the area of the
object (Eq. (19.3)), the normalized moments are scaled by the area of the
object. Second-order moments (p+q = 2), for example, are scaled with
the square of the area.

19.3.3 Moment Tensor

Shape analysis beyond area measurements starts with the second-order
moments. The zero-order moment just gives the area or “total mass”
of a binary or gray value object, respectively. The first-order central
moments are zero by definition.

The analogy to mechanics is again helpful to understand the meaning
of the second-order moments µ2,0, µ0,2, and µ1,1. They contain terms in
which the gray value function, i. e., the density of the object, is multiplied
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by squared distances from the center of mass. Exactly the same terms are
also included in the inertia tensor that was discussed in Section 13.5.1
(see Eqs. (13.62) and (13.63)). The three second-order moments form
the components of the inertia tensor for rotation of the object around
its center of mass:

J =
[

µ2,0 −µ1,1

−µ1,1 µ0,2

]
. (19.4)

Because of this analogy, we can transfer all the results from Section 13.3
to shape description with second-order moments. The orientation of
the object is defined as the angle between the x axis and the axis around
which the object can be rotated with minimum inertia. This is the eigen-
vector of the minimal eigenvalue. The object is most elongated in this
direction (Fig. 19.5). According to Eq. (13.12), this angle is given by

θ = 1
2

arctan
2µ1,1

µ2,0 − µ0,2
. (19.5)

As a measure for the eccentricity ε, we can use what we have defined
as a coherence measure for local orientation Eq. (13.15):

ε = (µ2,0 − µ0,2)2 + 4µ2
1,1

(µ2,0 + µ0,2)2
. (19.6)

The eccentricity ranges from 0 to 1. It is zero for a circular object and
one for a line-shaped object. Thus, it is a better-defined quantity than
circularity with its odd range (Section 19.5.3).

Shape description by second-order moments in the moment tensor
essentially models the object as an ellipse. The combination of the three
second-order moments into a tensor nicely results in two rotation-in-
variant terms, the trace of the tensor, or µ2,0 + µ0,2, which gives the ra-
dial distribution of features in the object, and the eccentricity Eq. (19.6),
which measures the roundness, and one term which measures the ori-
entation of the object. Moments allow for a complete shape description
[165]. The shape description becomes more detailed the more higher-
order moments are used.

19.4 Fourier Descriptors

19.4.1 Cartesian Fourier Descriptors

Fourier descriptors, like the chain code, use only the boundary of the ob-
ject. In contrast to the chain code, Fourier descriptors do not describe
curves on a discrete grid. They can be formulated for continuous or sam-
pled curves. Consider the closed boundary curve sketched in Fig. 19.6.
We can describe the boundary curve in a parametric description by tak-
ing the path length p from a starting point

[
x0, y0

]T
as a parameter.
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Figure 19.6: Illustration of a parametric representation of a closed curve. The
parameter p is the path length from the starting point

[
x0, y0

]T
in the counter-

clockwise direction. An equidistant sampling of the curve with P points is also
shown.

It is not easy to generate a boundary curve with equidistant samples.
Discrete boundary curves, like the chain code, have significant disad-
vantages. In the 8-neighborhood, the samples are not equidistant. In
the 4-neighborhood, the samples are equidistant, but the boundary is
jagged because the pieces of the boundary curve can only go in hori-
zontal or vertical directions. Therefore, the perimeter tends to be too
long. Consequently, it does not seem a good idea to form a continuous
boundary curve from points on a regular grid. The only alternative is to
extract subpixel-accurate object boundary curves directly from the gray
scale images. But this is not an easy task. Thus, the accurate determi-
nation of Fourier descriptors from contours in images still remains a
challenging research problem.

The continuous boundary curve is of the form x(p) and y(p). We
can combine these two curves into one curve with the complex function
z(p) = x(p) + iy(p). This curve is cyclic. If P is the perimeter of the
curve, then

z(p +nP) = z(p) n ∈ Z. (19.7)

A cyclic or periodic curve can be expanded in a Fourier series (see
also Table 2.1). The coefficients of the Fourier series are given by

ẑv = 1
P

∫ P
0
z(p) exp

(−2π ivp
P

)
dp v ∈ Z. (19.8)

The periodic curve can be reconstructed from the Fourier coefficients by

z(p) =
∞∑

v=−∞
ẑv exp

(
2π ivp
P

)
. (19.9)
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The coefficients ẑv are known as the Cartesian Fourier descriptors of
the boundary curve. Their meaning is straightforward. The first coeffi-
cient

ẑ0 = 1
P

∫ P
0
z(p)dp = 1

P

∫ P
0
x(p)dp + i

P

∫ P
0
y(p)dp (19.10)

gives the mean vortex or centroid of the boundary. The second coeffi-
cient describes a circle

z1(p) = ẑ1 exp
(

2π ip
P

)
= r1 exp

(
iϕ1 + 2π ip/P

)
. (19.11)

The radius r1 and the starting point at an angle ϕ1 are given by ẑ1 =
r1 exp(iϕ1). The coefficient ẑ−1 also results in a circle

z−1(p) = r−1 exp
(
iϕ−1 − 2π ip/P)

)
, (19.12)

but this circle is traced in the opposite direction (clockwise). With both
complex coefficients together — in total four parameters — an ellipse
can be formed with arbitrary half-axes a and b, orientation ϑ of the
main axis a, and starting angle ϕ0 on the ellipses. As an example, we
take ϕ1 =ϕ−1 = 0. Then,

z1 + z−1 = (r1 + r−1) · cos
(

2πp
P

)
+ i(r1 − r−1) sin

(
2πp
P

)
. (19.13)

This curve has the parametric form of an ellipse where the axes lie along
the coordinate axes and the starting point is on the x axis.

From this discussion it is obvious that Fourier descriptors must al-
ways be paired. The pairing of higher-order coefficients also results in
ellipses. These ellipses, however, are cycled n times. Added to the basic
ellipse of the first pair, this means that the higher-order Fourier descrip-
tors add more and more details to the boundary curve.

For further illustration, the reconstruction of the letters T and L is
shown with an increasing number of Fourier descriptors (Fig. 19.7). The
example shows that only a few coefficients are required to describe even
quite complex shapes.

Fourier descriptors can also be computed easily from sampled bound-
aries zn. If the perimeter of the closed curve is P , N samples must be
taken at equal distances of P/N (Fig. 19.6). Then,

ẑv = 1
N

N−1∑
n=0

zn exp
(
−2π inv

N

)
. (19.14)

All other equations are valid also for sampled boundaries. The sam-
pling has just changed the Fourier series to a discrete Fourier transform
with only N wave number coefficients that run from 0 to N − 1 or from
−N/2 to N/2− 1 (see also Table 2.1).
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a

b

Figure 19.7: Reconstruction of shape of a the letter “L” and b the letter “T” with
2, 3, 4, and 8 Fourier descriptor pairs.

19.4.2 Polar Fourier Descriptors

An alternative approach to Fourier descriptors uses another parameter-
ization of the boundary line. Instead of the path length p, the angle θ
between the radius drawn from the centroid to a point on the boundary
and the x axis is used. Thus, we directly describe the radius of the object
as a function of the angle. Now we need only a real-valued sequence, r,
with N equiangular samples to describe the boundary. The coefficients
of the discrete Fourier transform of this sequence,

r̂v = 1
N

N−1∑
n=0

rn exp
(
−2π inv

N

)
, (19.15)

are known as the polar Fourier descriptors of the boundary. Here, the
first coefficient, r̂0, is equal to the mean radius. Polar Fourier descrip-
tors cannot be used for all types of boundaries. The radial boundary
parameterization r(θ) must be single-valued. Because of this signifi-
cant restriction, we focus the further discussion of Fourier descriptors
on Cartesian Fourier descriptors.

19.4.3 Symmetric Objects

Symmetries can easily be detected in Fourier descriptors. If a contour has
m-rotational symmetry , then only z1±vm can be unequal to zero. This is
demonstrated in Fig. 19.8 with the Fourier descriptors of a vertical line,
a triangle, and a square. If one contour is the mirror contour of another,
their Fourier descriptors are conjugate complex to each other.

The Fourier descriptors can also be used for non-closed boundaries.
To make them closed, we simply trace the curve backward and forward.
It is easy to recognize such curves, as their area is zero. From Eq. (19.17),
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Figure 19.8: Influence of the symmetry of an object on its Fourier descriptors: a
the letter L, b a line, c a triangle, and d a square. Shown are the magnitude of
the Fourier descriptors from v = −16 to v = 16.

we can then conclude that |ẑ−v | = |ẑv |. If the trace begins at one of the
endpoints, even ẑ−v = ẑv .

19.4.4 Invariant Object Description

Translation invariance. The position of the object is confined to a sin-
gle coefficient ẑ0. All other coefficients are translation invariant.

Scale invariance. If the contour is scaled by a coefficient α, all Fourier
descriptors are also scaled by α. For an object with non-zero area, and
if the contour is traced counterclockwise, the first coefficient is always
unequal to zero. Thus, we can simply scale all Fourier descriptors by
|ẑ1| to obtain scale invariant shape descriptors. Note that these scaled
descriptors are still complete.

Rotation invariance. If a contour is rotated counter clockwise by the
angle ϕ0, the Fourier descriptor ẑv is multiplied by the phase factor
exp(ivϕ0) according to the shift theorem for the Fourier transform (The-
orem 2.3, p. 54, �R4). The shift theorem makes the construction of
rotation-invariant Fourier descriptors easy. For example, we can relate
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a

b

Figure 19.9: Importance of the phase for the description of shape with Fourier
descriptors. Besides the original letters, three random modifications of the phase
are shown with unchanged magnitude of the Fourier descriptors.

the phases of all Fourier descriptors to the phase of ẑ1,ϕ1, and subtract
the phase shift vϕ1 from all coefficients. Then, all remaining Fourier
descriptors are rotation invariant.

Both Fourier descriptors (Section 19.4) and moments (Section 19.3)
provide a framework for scale and rotation invariant shape parameters.
The Fourier descriptors are the more versatile instrument. However,
they restrict the object description to the boundary line while moments
of gray scale objects are sensitive to the spatial distribution of the gray
values in the object.

Ideally, form parameters describe the form of an object completely
and uniquely. This means that different shapes must not be mapped
onto the same set of features. A scale and rotation invariant but in-
complete shape description is given by the magnitude of the Fourier
descriptors. Figure 19.9 shows how different shapes are mapped onto
this shape descriptor by taking the Fourier descriptors of the letters “T”
and “L” and changing the phase randomly.

Only the complete set of the Fourier descriptors constitutes a unique
shape description. Note that for each invariance, one degree of free-
dom is lost. For translation invariance, we leave out the first Fourier
descriptor ẑ0 (two degrees of freedom). For scale invariance, we set the
magnitude of the second Fourier descriptor, ẑ1, to one (one degree of
freedom), and for rotation invariance, we relate all phases to the phase
of ẑ1 (another degree of freedom). With all three invariants, four degrees
of freedom are lost.

It is the beauty of the Fourier descriptors that these invariants are
simply contained in the first two Fourier descriptors. If we norm all
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other Fourier descriptors with the phase and magnitude of the second
Fourier descriptor, we have a complete translation, rotation, and scale
invariant description of the shape of objects. By leaving out higher-order
Fourier descriptors, we can gradually relax fine details from the shape
description in a controlled way.

Shape differences can then be measured by using the fact that the
Fourier descriptors form a complex-valued vector. A metric for shape
differences is then given by the magnitude of the difference vector:

dzz′ =
N/2−1∑
v=−N/2

∣∣ẑv − ẑ′v∣∣2 . (19.16)

Depending on which normalization we apply to the Fourier descriptors,
this metric will be scale and/or rotation invariant.

19.5 Shape Parameters

After discussing different ways to represent binary objects extracted
from image data, we now turn to the question of how to describe the
shape of these objects. This section discusses elementary geometrical
parameters such as area and perimeter.

19.5.1 Area

One of the most trivial shape parameters is the area A of an object.
In a digital binary image the number of pixels belonging to the image
gives the area. So in the matrix or pixel list representation of the object,
computing its area simply means counting the number of pixels. The
area is also given as the zero-order moment of a binary object (Eq. (19.3)).

At first glance, area computation of an object, which is described by
its chain-code, seems to be a complex operation. However, the contrary
is true. Computation of the area from the chain code is much faster than
counting pixels as the boundary of the object contains only a small frac-
tion of the object’s pixels and requires only two additions per boundary
pixel.

The algorithm works in a similar way as numerical integration. We
assume a horizontal base line drawn at an arbitrary vertical position in
the image. Then we start the integration of the area at the uppermost
pixel of the object. The distance of this point to the base line is B. We
follow the boundary of the object and increment the area of the object
according to the figures in Table 19.1.

If we, for example, move to the left (8-chain code 4), the area increases
by B. If we move upwards to the left (chain code 3), the area increases
by B + 1/2 and B is also incremented because the distance between the
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Table 19.1: Computation of the area of an object from the chain code. Initially,
the area is set to zero, B to an arbitrary value. With each step, the area and the
parameter B are incremented corresponding to the value of the chain code; after
Zamperoni [223].

4-chain code 8-chain code Area increment Increment of B

0 0 −B 0

1 −(B + 1/2) 1

1 2 0 1

3 B + 1/2 1

2 4 B 0

5 B − 1/2 -1

3 6 0 -1

7 −(B − 1/2) -1

boundary pixel and the base line has increased by one. For all move-
ments to the right, the area is decreased. In this way, we subtract the
area between the lower boundary line of the object and the base line,
which was included in the area computation when moving to the right.
It is important to note that the borderline is located in the middle of the
pixel. Therefore it does not give an area that is equal to the number of
the pixels in the object. A one-pixel wide line has no area, a 2× 2 square
an area of one. The area A is initially set to zero.

The area can also be computed from Fourier descriptors. It is given
by

A = π
N/2−1∑
v=−N/2

v|ẑv |2. (19.17)

This is a fast algorithm, which requires at most as many operations as
points on the boundary line of the curve. The Fourier descriptors have
the additional advantage that we can compute the area for a certain de-
gree of smoothness by taking only a certain number of Fourier descrip-
tors. The more Fourier descriptors we take, the more detailed is the
boundary curve, as demonstrated in Fig. 19.7.

19.5.2 Perimeter

The perimeter is another geometrical parameter that can easily be ob-
tained from the chain code of the object boundary. We just need to count
the length of the chain code and take into consideration that steps in di-
agonal directions are longer by a factor of

√
2. The perimeter p is then

given by an 8-neighborhood chain code:

p = ne +
√

2no, (19.18)
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where ne and no are the number of even and odd chain code steps,
respectively. The steps with an uneven code are in a diagonal direction.

In contrast to the area, the perimeter is a parameter that is sensitive to
the noise level in the image. The noisier the image, the more rugged and
thus longer the boundary of an object will become in the segmentation
procedure. This means that care must be taken in comparing perimeters
that have been extracted from different images. We must be sure that
the smoothness of the boundaries in the images is comparable.

Unfortunately, no simple formula exists to compute the perimeter
from the Fourier descriptors, because the computation of the perime-
ter of ellipses involves elliptic integrals. However, the perimeter results
directly from the construction of the boundary line with equidistant sam-
ples and is well approximated by the number of sampling points times
the mean distance between the points.

19.5.3 Circularity

Area and perimeter are two parameters that describe the size of an object
in one or the other way. In order to compare objects observed from
different distances, it is important to use shape parameters that do not
depend on the size of the object on the image plane. The circularity c is
one of the simplest parameters of this kind. It is defined as

c = p
2

A
. (19.19)

The circularity is a dimensionless number with a minimum value of 4π ≈
12.57 for circles. The circularity is 16 for a square and 12

√
3 ≈ 20.8

for an equilateral triangle. Generally, it tends towards large values for
elongated objects.

Area, perimeter, and circularity are shape parameters that do not
depend on the orientation of the objects on the image plane. Thus they
are useful to distinguish objects independently of their orientation.

19.5.4 Bounding Box

Another simple and useful parameter for a crude description of the size
of an object is the bounding box. It is defined as the rectangle that is just
large enough to contain all object pixels. It gives also a rough descrip-
tion of the shape of the object. In contrast to the area (Section 19.5.1),
however, it is not rotation invariant. It can be made rotation invariant
if the object is first rotated into a standard orientation, for instance us-
ing the orientation of the moment tensor (Section 19.3.3). In any case,
the bounding box is a useful feature if any further object-oriented pixel
processing is required, such as extraction of the object pixels for further
reference purposes.
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19.6 Exercises

Problem 19.1: ∗∗Representation of binary objects

Compute from the binary object on a square grid shown below the run-length
code, 4-neighborhood chain code, and 8-neighborhood chain code. Determine
how many bytes you need to store it in different codes.

Problem 19.2: ∗∗Circumference

Compute directly from the codes in Exercise 19.1 the circumference of the ob-
ject. How many computational steps are required?

Problem 19.3: ∗∗Area

Compute directly from the codes in Exercise 19.1 the area of the object. How
many computational steps are required?

Problem 19.4: Elementary shape parameters

Interactive demonstration of elementary shape parameters, such as area and
eccentricity (dip6ex19.01)

Problem 19.5: Moment-based shape parameters

Interactive demonstration of moment-based shape analysis (dip6ex19.02)

Problem 19.6: Fourier descriptors

Interactive demonstration of the properties of Fourier descriptors
(dip6ex19.03)

Problem 19.7: ∗Cartesian and polar Fourier descriptors

Two types of Fourier descriptors are available: Cartesian descriptors and polar
descriptors.

1. In which respects are these two descriptors different?

2. Are both descriptors suitable for all types of object contours?

Problem 19.8: ∗∗Properties of Fourier descriptors

Cartesian Fourier descriptors are an important tool to describe contours be-
cause many geometrical features can easily be extracted from them. We as-
sume an object that is simply connected and thus has a single closed boundary.
Answer the follow questions:
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1. How can you detect a line-like object? (Hint: a closed curve means that the it
runs from the starting point of the line to the end point and back again.)

2. How can you check for a symmetric object and determine its symmetry axis?

3. Can you determine the slope of a contour from the Fourier descriptors?

4. Can you smooth a contour using the Fourier descriptors?

Problem 19.9: ∗∗Detection of equal-sided triangles

How can you detect equal-sided triangles with Fourier descriptors? Distinguish
the following cases:

1. Equal-sized triangle with equal orientation

2. Triangles of different size but equal orientation (scale-invariant detection)

3. Triangles of different size and different orientation (scale-invariant and rotation-
invariant detection).

Problem 19.10: ∗∗∗Moments and Fourier descriptors

Researchers still argue whether Fourier descriptors or moments are the better
method to describe the shape of objects. What is your opinion? Investigate
especially the question of various invariant shape descriptors and the question
how many parameters you need to describe a complex shape.

19.7 Further Readings

Spatial data structures, especially various tree structures, and their applications
are detailed in the monographs by Samet [176, 177]. A detailed discussion of
moment-based shape analysis with emphasize on invariant shape features can
be found in the monography of Reiss [165]. Invariants based on gray values are
discussed by Burkhardt and Siggelkow [18].
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20.1 Introduction

When objects are detected with suitable operators and their shape is
described (Chapter 19), image processing has reached its goal for certain
classes of applications. For other applications, further tasks remain to be
solved. In this introduction we explore several examples which illustrate
how the image processing tasks depend on the questions we pose.

In many image processing applications, the size and shape of parti-
cles such as bubbles, aerosols, drops, pigment particles, or cell nuclei
must be analyzed. In these cases, the parameters of interest are clearly
defined and directly measurable from the images taken. We determine
the area and shape of each particle detected with the methods discussed
in Sections 19.5.1 and 19.3. Knowing these parameters allows all the
questions of interest to be answered. From the data collected, we can,
for example, compute histograms of the particle area (Fig. 20.1c). This
example is typical for a wide class of scientific applications. Object para-
meters that can be evaluated directly and unambiguously from the image
data help to answer the scientific questions asked.

Other applications are more complex in the sense that it is required
to distinguish different classes of objects in an image. The easiest case
is given by a typical industrial inspection task. Are the dimensions of a
part within the given tolerance? Are any parts missing? Are any defects
such as scratches visible? As the result of the analysis, the inspected
part either passes the test or is assigned to a certain error class.

Assigning objects in images to certain classes is — like many other as-
pects of image processing and analysis — a truly interdisciplinary prob-
lem which is not specific to image analysis but a very general type of
technique. In this respect, image analysis is part of a more general re-
search area known as pattern recognition. A classical application of pat-
tern recognition that everybody knows is speech recognition. The spoken
words are contained in a 1-D acoustic signal (a time series). Here, the
classification task is to recognize the phonemes, words, and sentences
from the spoken language. The corresponding task in image processing
is text recognition, the recognition of letters and words from a written
text, also known as optical character recognition (OCR).

A general difficulty of classification is related to the fact that the
relationship between the parameters of interest and the image data is
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Figure 20.1: Steps to analyze the size distribution of particles (lentils): a original
image, b binary image, and c area distribution.

not evident. The objects to be classified are not directly related to a
certain range of values of a single feature but have to be identified by
their optical signature in the image. By which features, for example, can
we distinguish the lentils, peppercorns, and sunflower seeds shown in
Fig. 20.2? The relation between the optical signatures and the object
classes generally requires a careful investigation. We illustrate the com-
plex relations between object features and their optical signatures with
two further examples.

“Waldsterben” (large-scale forest damage by acid rain and other envi-
ronmental pollution) is one of the many large problems environmental
scientists are faced with. In remote sensing, the task is to map and clas-
sify the extent of the damage in forests from aerial and satellite imagery .
In this example, the relationship between the different classes of dam-
age and features in the images is less evident. Detailed investigations
are necessary to reveal these complex relationships. Aerial images must
be compared with investigations on the ground. We can expect to need
more than one feature to identify certain classes of forest damage.

There are many similar applications in medical and biological science.
One of the standard questions in medicine is to distinguish between
“healthy” and “diseased”. Again, it is obvious that we cannot expect a
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a b

Figure 20.2: Classification task: which of the seeds is a peppercorn, a lentil, a
sunflower seed or none of the three? a Original image, and b binary image after
segmentation.

simple relationship between these two object classes and features of the
observed objects in the images.

Take as another example the objects shown in Fig. 20.3. We will have
no problem in recognizing that all objects but one are lamps. How could
a machine vision system perform this task? What features can we extract
from these images that help us recognize a lamp? While we have no
problems in recognizing the lamps in Fig. 20.3, we feel quite helpless with
the question as how we can solve this task using a computer. Obviously
this task is complex. We recognize a lamp because we have already
seen many other lamps before and somehow memorized this experience
and are able to compare this stored knowledge with what we see in the
image. But how is this knowledge stored and how is the comparison
performed? It is obviously not just a database with geometric shapes,
we also know in which context or environment lamps occur and for what
they are used. Research on problems of this kind is part of a research
area called artificial intelligence, abbreviated as AI .

With respect to scientific applications, another aspect of classifica-
tion is of interest. As imaging techniques are among the driving forces
of progress in experimental natural sciences, it often happens that un-
known objects appear in images, for which no classification scheme is
available so far. It is one goal of image processing to find out possible
classes for these new objects. Therefore, we need classification tech-
niques that do not require any previous knowledge.

Summing up, we conclude that classification includes two basic tasks:

1. The relation between the image features (optical signature) and the
object classes sought must be investigated in as much detail as pos-
sible. This topic is partly comprised in the corresponding scientific
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Figure 20.3: How do we recognize that all but one of these objects are lamps?

area and partly in image formation, i. e., optics, as discussed in Chap-
ters 6–8.

2. From the multitude of possible image features, we must select an
optimal set which allows the different object classes to be distin-
guished unambiguously with minimum effort and as few errors as
possible by a suitable classification technique. This task, known as
classification, is the topic of this chapter. We touch here only some
basic questions such as selecting the proper type and number of fea-
tures (Section 20.2) and devise some simple classification techniques
(Section 20.3).

20.2 Feature Space

20.2.1 Pixel-Based Versus Object-Based Classification

Two types of classification procedures can be distinguished: pixel-based
classification and object-based classification. In complex cases, a segmen-
tation of objects is not possible using a single feature. Then it is already
required to use multiple features and a classification process to decide
which pixel belongs to which type of object.
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A much simpler object-based classification can be used if the differ-
ent objects can be well separated from the background and do not touch
or overlap each other. Object-based classification should be used if at all
possible, since much less data must be handled. Then all the pixel-based
features discussed in Chapters 11–15, such as the mean gray value, local
orientation, local wave number, and gray value variance, can be averaged
over the whole area of the object and used as features describing the
object’s properties. In addition, we can use all the parameters describ-
ing the shape of the objects discussed in Chapter 19. Sometimes it is
required to apply both classification processes: first, a pixel-based clas-
sification to separate the objects from each other and the background
and, second, an object-based classification to utilize also the geometric
properties of the objects for classification.

20.2.2 Cluster

A set of P features forms a P -dimensional space M, denoted as a fea-
ture space or measurement space. Each pixel or object is represented as
a feature vector in this space. If the features represent an object class
well, all feature vectors of the objects from this class should lie close
to each other in the feature space. We regard classification as a statis-
tical process and assign a P -dimensional probability density function to
each object class. In this sense, we can estimate this probability func-
tion by taking samples from a given object class, computing the feature
vector, and incrementing the corresponding point in the discrete feature
space. This procedure is that of a generalized P -dimensional histogram
(Section 3.2.1). When an object class shows a narrow probability distri-
bution in the feature space, we speak of a cluster . It will be possible to
separate the objects into given object classes if the clusters for the differ-
ent object classes are well separated from each other. With less suitable
features, the clusters overlap each other or, even worse, no clusters may
exist at all. In these cases, an error-free classification is not possible.

20.2.3 Feature Selection

We start with an example, the classification of the different seeds shown
in Fig. 20.2 into the three classes peppercorns, lentils, and sunflower
seeds. Figure 20.4a, b shows the histograms of the two features area
and eccentricity (Eq. (19.6) in Section 19.3.3). While the area histogram
shows two peaks, only one peak can be observed in the histogram of the
eccentricity. In any case, neither of the two features alone is sufficient to
distinguish the three classes peppercorns, lentils, and sunflower seeds.
If we take both parameters together, we can identify at least two clusters
(Fig. 20.4c). These two classes can be identified as the peppercorns and
the lentils. Both seeds are almost circular and thus show a low eccen-
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Figure 20.4: Features for the classification of different seeds from Fig. 20.2 into
peppercorns, lentils, and sunflower seeds: histogram of the features a area and
b eccentricity; c two-dimensional feature space with both features.

tricity between 0 and 0.2. Therefore, both classes coalesce into one peak
in the eccentricity histogram (Fig. 20.4b). The sunflower seeds do not
form a dense cluster since they vary significantly in shape and size. But
it is obvious that they can be similar in size to the lentils. Thus it is not
sufficient to use only the feature area.

In Figure 20.4c we can also identify several outliers. First, there are
several small objects with high eccentricity. These are objects that are
only partly visible at the edges of the image (Fig. 20.2). There are also
five large objects where touching lentils merge into larger objects. The
eccentricity of these objects is also large and it may be impossible to
distinguish them from sunflower seeds using the two simple parameters
area and eccentricity only.

The quality of the features is critical for a good classification. What
does this mean? At first glance, we might think that as many features
as possible would be the best solution. Generally, this is not the case.
Figure 20.5a shows a one-dimensional feature space with three object
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Figure 20.5: a One-dimensional feature space with three object classes. b Exten-
sion of the feature space with a second feature. The gray shaded areas indicate
the regions in which the probability for a certain class is larger than zero. The
same object classes are shown in a and b.

classes. The features of the first and second class are separated, while
those of the second and third class overlap considerably. A second fea-
ture does not necessarily improve the classification, as demonstrated in
Fig. 20.5b. The clusters of the second and third class are still overlaid.
A closer examination of the distribution in the feature space explains
why: the second feature does not tell us much new. It varies in strong
correlation with the first feature. Thus, the two features are strongly
correlated.

Two additional basic facts are worth mentioning. It is often over-
looked how many different classes can be separated with a few parame-
ters. Let us assume that one feature can only separate two classes. Then,
ten features can separate 210 = 1024 object classes. This simple example
illustrates the high separation potential of just a few parameters. The
essential problem is the even distribution of the clusters in the feature
space. Consequently, it is important to find the right features, i. e., to
study the relationship between the features of the objects and those in
the images carefully.

20.2.4 Distinction of Classes in the Feature Space

Even if we take the best features available, there may be classes that can-
not be separated. In such a case, it is always worth reminding us that
separating the objects in well-defined classes is only a model of reality.
Often, the transition from one class to another may not be abrupt but
rather gradual. For example, anomalies in a cell may be present to a vary-
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Figure 20.6: Illustration of the recognition of letters with very similar shape such
as the large ‘O’ and the figure ‘0’, or the letters ‘I’ and ‘l’ and the figure ‘1’.

ing degree, there not being two distinct classes, “normal” and “patho-
logical”, but rather a continuous transition between the two. Thus, we
cannot expect to find well-separated classes in the feature space in every
case. We can draw two conclusions. First, it is not guaranteed that we
will find well-separated classes in the feature space, even if optimal fea-
tures have been selected. Second, this situation may force us to recon-
sider the object classification. Two object classes may either in reality
be only one class or the visualization techniques to separate them may
be inadequate.

In another important application, optical character recognition, or
OCR, we do have distinct classes. Each character is a well-defined class.
While it is easy to distinguish most letters, some, e. g., the large ‘O’ and
the figure ‘0’, or the letters ‘I’ and ‘l’ and the figure ‘1’, are very similar,
i. e., lie close to each other in the feature space (Fig. 20.6). Such well-
defined classes that hardly differ in their features, pose serious problems
for the classification task.

How can we then distinguish the large letter ‘O’ from the figure ‘0’ or
an ‘l’ from a capital ‘I’? We can give two answers to this question. First,
the fonts can be redesigned to make letters better distinguishable from
each other. Indeed, special font sets have been designed for automated
character recognition.

Second, additional information can be brought into the classification
process. This requires, however, that the classification does not stop
at the level of individual letters; it must be advanced to the word level.
Then, it is easy to establish rules for better recognition. One simple
rule which helps to distinguish the letter ‘O’ from the figure ‘0’ is that
letters and figures are not mixed in a word. As a counterexample to
this rule, take British or Canadian zip codes which contain a blend of
letters and figures. Anybody who is not trained to read this unusual
mix has serious problems in reading and memorizing them. As another
example, the capital ‘I’ can be distinguished from the lowercase ‘l’ by the
rule that capital letters occur only as the first letter in a word or in an
all-capital-letter word.

We close this section with the comment that asking whether a clas-
sification is at all possible for a given problem either by its nature or by
the type of possible features is at least as important, if not more so, than
the proper selection of a classification method.
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20.2.5 Principal Axes Transform

The discussion in the previous section suggested that we must choose
the object features very carefully. Each feature should bring in new in-
formation which is orthogonal to what we already know about the ob-
ject classes; i. e., object classes with a similar distribution in one feature
should differ in another feature. In other words, the features should be
uncorrelated. The correlation of features can be studied with the statis-
tical methods discussed in Section 3.3, provided that the distribution of
the features for the different classes is known (supervised classification).

The important quantity is the cross-covariance of two features mp
andmq from the P -dimensional feature vector for one object class, which
is defined as

σpq =
(
mp −mp

)(
mq −mq)

)
. (20.1)

If the cross-covariance σpq is zero, the features are said to be uncorre-
lated or orthogonal. The term

σpp =
(
mp −mp

)2
(20.2)

is a measure for the variance of the feature. A good feature for a certain
object class should show a small variance indicating a narrow extension
of the cluster in the corresponding direction of the feature space. With
P features, we can form a symmetric matrix with the coefficients σpq,
the covariance matrix

Σ =

⎡
⎢⎢⎢⎢⎢⎣
σ11 σ12 . . . σ1,P

σ12 σ22 . . . σ2,P
...

...
. . .

...
σ1,P σ2,P . . . σP,P

⎤
⎥⎥⎥⎥⎥⎦ . (20.3)

The diagonal elements of the covariance matrix contain the variances
of the P features, while the off-diagonal elements constitute the cross-
covariances. Like every symmetric matrix, the covariance matrix can
be diagonalized (Sections 3.3.2 and 13.3). This procedure is called the
principal-axes transform. The covariance matrix in the principal-axes
coordinate system reads

Σ′ =

⎡
⎢⎢⎢⎢⎢⎢⎣

σ ′11 0 · · · 0

0 σ ′22
. . .

...
...

. . .
. . . 0

0 · · · 0 σ ′pp

⎤
⎥⎥⎥⎥⎥⎥⎦ . (20.4)

The diagonalization shows that we can find a new coordinate system
in which all features are uncorrelated. Those new features are linear
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m'2
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Figure 20.7: Illustration of correlated features and the principal-axes transform.

combinations of the old features and are the eigenvectors of the covari-
ance matrix. The corresponding eigenvalues are the variances of the
transformed features. The best features show the lowest variance; fea-
tures with large variances are not of much help since they are spread
out in the feature space and, thus, do not contribute much to separating
different object classes. Thus, they can be omitted without making the
classification significantly worse.

A trivial but illustrative example is the case when two features are
nearly identical, as illustrated in Fig. 20.7. In this example, the features
m1 andm2 for an object class are almost identical, since all points in the
feature space are close to the main diagonal and both features show a
large variance. In the principal-axes coordinate systemm′

2 =m1−m2 is
a good feature, as it shows a narrow distribution, whilem′

1 is as useless
as m1 and m2 alone. Thus we can reduce the feature space from two
dimensions to one without any disadvantages.

In this way, we can use the principal-axes transform to reduce the
dimension of the feature space and find a smaller set of features which
does nearly as good a job. This requires an analysis of the covariance
matrix for all object classes. Only those features can be omitted where
the analysis for all classes gives the same results. To avoid misunder-
standings, the principal-axes transform cannot improve the separation
quality. If a set of features cannot separate two classes, the same feature
set transformed to the principal-axes coordinate system will not do so
either. Given a set of features, we can only find an optimal subset and,
thus, reduce the computational costs of classification.
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20.2.6 Supervised and Unsupervised Classification

We can regard the classification problem as an analysis of the struc-
ture of the feature space. One object is thought of as a pattern in the
feature space. Generally, we can distinguish between supervised clas-
sification and unsupervised classification procedures. Supervision of a
classification procedure means determining the clusters in the feature
space with known objects beforehand using teaching areas for identify-
ing the clusters. Then, we know the number of classes and their location
and extension in the feature space.

With unsupervised classification, no knowledge is presumed about
the objects to be classified. We compute the patterns in the feature
space from the objects we want to classify and then perform an analysis
of the clusters in the feature space. In this case, we do not even know
the number of classes beforehand. They result from the number of well-
separated clusters in the feature space. Obviously, this method is more
objective, but it may result in a less favorable separation.

Finally, we speak of learning methods if the feature space is updated
by each new object that is classified. Learning methods can compensate
any temporal trends in the object features. Such trends may be due to
simple reasons such as changes in the illumination, which could easily
occur in an industrial environment because of changes in daylight, aging,
or dirtying of the illumination system.

20.3 Simple Classification Techniques

In this section, we will discuss different classification techniques. They
can be used for both unsupervised and supervised classification. The
techniques differ only by the method used to associate classes with clus-
ters in the feature space (Section 20.2.6).

Once the clusters are identified by either method, the further classi-
fication process is identical for both of them. A new object delivers a
feature vector that is associated with one of the classes or rejected as
an unknown class. The different classification techniques differ only by
the manner in which the clusters are modeled in the feature space.

Common to all classifiers is a many to one mapping from the fea-
ture space M to the decision space D. The decision space contains Q
elements, each corresponding to a class including a possible rejection
class for unidentifiable objects. In the case of a deterministic decision,
the elements in the decision space are binary numbers. Then only one of
the elemets can be one; all others must be zero. If the classifiers gener-
ates a probabilistic decision, the elements in the decision space are real
numbers. Then the sum of all elements in the decision space must be
one.
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20.3.1 Look-up Classification

This is the simplest classification technique but in some cases also the
best, since it does not perform any modeling of the clusters for the dif-
ferent object classes, which can never be perfect. The basic approach
of look-up classification is very simple. Take the feature space as it is
and mark in every cell to which class it belongs. Normally, a significant
amount of cells do not belong to any class and thus are marked with 0.

In case the clusters from two classes overlap, we have two choices.
First, we can take that class which shows the higher probability at this
cell. Second, we could argue that an error-free classification is not pos-
sible with this feature vector and mark the cell with zero. After this
initialization of the feature space, the classification reduces to a simple
look-up operation (Section 10.2.2). A feature vector m is taken and is
looked up in the multidimensional look-up table to see which class, if
any, it belongs to.

Without doubt, this is a fast classification technique which requires
a minimum number of computations. The downside of the method —
as with many other fast techniques — is that it requires huge amounts
of memory for the look-up tables. An example: a three-dimensional fea-
ture space with only 64 bins per feature requires 64× 64× 64 = 1/4 MB
of memory — if no more than 255 classes are required so that one byte
is sufficient to hold all class indices. We can conclude that the look-up
table technique is only feasible for low-dimensional feature spaces. This
suggests that it is worthwhile to reduce the number of features. Alterna-
tively, features with a narrow distribution of feature values for all classes
are useful, since then a rather small range of values and, thus, a small
number of bins per feature sufficiently reduce the memory requirements.

20.3.2 Box Classification

The box classifier provides a simple modeling of the clusters in the fea-
ture space. A cluster of one class is modeled by a bounding box tightly
surrounding the area covered by the cluster (Fig. 20.8). It is obvious that
the box method is a rather crude modeling. If we assume that the clus-
ters are multidimensional normal distributions, then the clusters have
an elliptic shape. These ellipses fit rather well into the boxes when the
axes of the ellipse are parallel to the axes of the feature space. In a two-
dimensional feature space, for example, an ellipse with half-axes a and
b has an area of πab, the surrounding box an area of 4ab. This is not
too bad.

When the features are correlated with each other the clusters become
long and narrow objects along diagonals in the feature space. Then the
boxes contain a lot of void space and they tend much more easily to
overlap, making classification impossible in the overlapping areas. How-
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Figure 20.8: Illustration of the box classifier for the classification of different
seeds from Fig. 20.2 into peppercorns, lentils, and sunflower seeds using the two
features area and eccentricity.

Table 20.1: Parameters and results of the simple box classification for the seeds
shown in Fig. 20.2. The corresponding feature space is shown in Fig. 20.8.

Area Eccentricity Number

total — — 122

peppercorns 100–300 0.0–0.22 21

lentils 320–770 0.0–0.18 67

sunflower seeds 530–850 0.25–0.65 15

rejected 19

ever, correlated features can be avoided by applying of the principal-axes
transform (Section 20.2.5).

The computations required for the box classifier are still modest. For
each class and for each dimension of the feature space, two compari-
son operations must be performed to decide whether a feature vector
belongs to a class or not. Thus, the maximum number of comparison
operations for Q classes and a P -dimensional feature space is 2PQ. In
contrast, the look-up classifier required only P address calculations; the
number of operations did not depend on the number of classes.

To conclude this section we discuss a realistic classification prob-
lem. Figure 20.2 showed an image with three different seeds, namely
sunflower seeds, lentils, and peppercorns. This simple example shows
many properties which are typical for a classification problem. Although
the three classes are well defined, a careful consideration of the features
to be used for classification is necessary since it is not immediately evi-
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a b

c d

Figure 20.9: Masked classified objects from image Fig. 20.2 showing the classified
a peppercorns, b lentils, c sunflower seeds, and d rejected objects.

dent which parameters can be successfully used to distinguish between
the three classes. Furthermore, the shape of the seeds, especially the
sunflower seeds, shows considerable fluctuations. The feature selection
for this example was already discussed in Section 20.2.3.

Figure 20.8 illustrates the box classification using the two features
area and eccentricity. The shaded rectangles mark the boxes used for
the different classes. The conditions for the three boxes are summa-
rized in Table 20.1. As the final result of the classification, Fig. 20.9
shows four images. In each of the images, only objects belonging to one
of the subtotals from Table 20.1 are masked out. From a total of 122 ob-
jects, 103 objects were recognized. Thus 19 objects were rejected. They
could not be assigned to any of the three classes for one of the following
reasons:

• Two or more objects were so close to each other that they merged
into one object. Then the values of the area and/or the eccentricity
are too high.
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Figure 20.10: Illustration of the minimum distance classifier with the classifi-
cation of different seeds from Fig. 20.2 into peppercorns, lentils, and sunflower
seeds using the two features area and eccentricity. A feature vector belongs to
the cluster to which it has the minimal distance to the cluster center.

• The object was located at the edge of the image and thus was only
partly visible. This leads to objects with relatively small area but high
eccentricity.

• Three large sunflower seeds were rejected because of too large an
area. If we increased the area for the sunflower seed class then also
merged lentils would be recognized as sunflower seeds. Thus this
classification error can only be avoided if we avoid the merging of
objects with a more advanced segmentation technique.

20.3.3 Minimum Distance Classification

The minimum distance classifier is another simple way to model the
clusters. Each cluster is simply represented by its center of mass mq.
Based on this model, a simple partition of the feature space is given by
searching for the minimum distance from the feature vector to each of
the classes. To perform this operation, we simply compute the distance
of the feature vector m to each cluster center mq:

d2
q = |m−mq|2 =

P∑
p=1

(mp −mqp)2. (20.5)

The feature is then assigned to the class to which it has the shortest
distance.

Geometrically, this approach partitions the feature space as illus-
trated in Fig. 20.10. The boundaries between the clusters are hyper-
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planes perpendicular to the vectors connecting the cluster centers at a
distance halfway between them.

The minimum distance classifier, like the box classifier, requires a
number of computations that is proportional to the dimension of the
feature space and the number of clusters. It is a flexible technique that
can be modified in various ways.

The size of the cluster could be taken into account by introducing
a scaling factor into the distance computation Eq. (20.5). In this way, a
feature must be closer to a narrow cluster to be associated with it. Sec-
ondly, we can define a maximum distance for each class. If the distance
of a feature is larger than the maximum distance for all clusters, the
object is rejected as not belonging to any of the identified classes.

20.3.4 Maximum Likelihood Classification

The maximum likelihood classifier models the clusters as statistical prob-
ability density functions. In the simplest case, P -dimensional normal
distributions are taken. Given this model, we compute for each feature
vector the probability that it belongs to any of the P classes. We can then
associate the feature vector with the class for which it has the maximum
likelihood. The new aspect with this technique is that probabilistic deci-
sions are possible. It is not required that we decide to put an object into
a certain class. We can simply give the object probabilities for member-
ship in the different classes.

20.4 Exercises

Problem 20.1: Elementary classification methods

Interactive demonstration of elementary classification methods
(dip6ex20.01)

Problem 20.2: ∗Classes and features

Given below are some typical classification tasks. Compare them by answering
the following questions:

1. How many classes do the classification problems have?

2. Are the different classes clearly separated from each other or is there a po-
tential overlap?

3. Does a hierarchical class structure exist?

4. What could be potential features that are suitable to distinguish the different
classes?

Here are the classification tasks:

A Images were taken from bubbles, submerged into the water by breaking waves.
The goal is to measure the size distribution of the bubbles.
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B The task is to distinguish tumor cells from healthy cells in microscopic cell
images.

C The task is to distinguish distant point-like objects into stars, galaxies, and
quasars using telescope images. The images were taken in 10 to 12 spectral
channels range from the visible to the near infrared.

D Optical character recognition (OCR): an automatic imaging system should
read numbers on forms automatically containing the numeric characters 0
to 9, the decimal point, and the plus and minus signs.

E The task is to generate land usage maps in order to distinguish building areas,
streets, forests, fields, etc.

Problem 20.3: ∗Storage needs and computational effort

Compare the storage needs and the computational effort for the following clas-
sification tasks. Assume that you have 4 features with a resolution of 6 bits and
four known classes. The classification techniques are:

1. Lookup method

2. Box method

3. Method of minimum distance

4. Method of maximum likelihood

20.5 Further Readings

Classification was discussed in this chapter only in an introductory way without
the whole theoretical background. Interested readers, who like to deepen their
knowledge in this area, are referred to some more advanced literature. From the
vast amount of literature about classification, we mention only a few textbooks
and monographs here. Two of the most successful textbooks are Duda et al. [40]
and Webb [214]. Both textbooks emphasize statistical approaches. The book of
Schürmann [184] shows in a unique way the common concepts of classification
techniques based on classical statistical techniques and on neural networks.
The application of neural networks for classification is detailed by Bishop [11].
One of the most recent advances in classification, the so-called support vector
machines, are very readably introduced by Christianini and Shawe-Taylor [24]
and Schöllkopf and Smola [182].
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R1Selection of CMOS imaging sensors (Section 1.7.1)

C: charge saturation capacity in electrons, FR: frame rate in s−1, PC: pixel
clock in MHz, QE: peak quantum efficiency

Chip Format
H × V

FR PC Pixel size
H × V, µm

Comments

Linear response

Micron3 MT9V403 656× 491 200 66 9.9× 9.9 QE 0.32 @ 520 nm

Fillfactory2

IBIS54-1300
1280× 1024 30 40 6.7× 6.7 QE 0.30–0.35 @ 600 nm,

C 60k

Fillfactory2

IBIS4-4000
2496× 1692 4.5 11.4× 11.4 C 150k

Fast frame rate linear response

Fillfactory2

LUPA1300
1280× 1024 450 40 12.0× 12.0 16 parallel ports

Micron3 MV40 2352× 1728 240 80 7.0× 7.0 16 parallel 10-bit ports

Micron3,5 MT9M413 1280× 1024 600 80 12.0× 12.0 QE 0.27 @ 520 nm,
C 63k, 10 parallel 10-bit
ports

Micron 4 MV02 512× 512 4000 80 16.0× 16.0 16 parallel 10-bit ports

Logarithmic response

IMS HDRC VGA 4 640× 480 25 8 12× 12

PhotonFocus1 1024× 1024 150 80 10.6× 10.6 QE 0.29 @ 600 nm,
C 200k, linear response
at low light levels with
adjustable transition to
logarithmic response

Sources:
1 http://www.photonfocus.com
2 http://www.fillfactory.com
3 http://www.photobit.com
4 http://www.ims-chips.de
5 http://www.pco.de
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R2 Selection of CCD imaging sensors (Section 1.7.1)

C: charge saturation capacity in electrons, eNIR: enhanced NIR sensitiv-
ity, FR: frame rate in s−1, ID: image diagonal in mm, QE: peak quantum
efficiency, Sony (ICX…) and Kodak (KAI…) sensors

Chip Format
H × V

FR ID Pixel size
H × V, µm

Comments

Interlaced EIA video

ICX278AL 1/4" 768× 494 30 4.56 4.75× 5.55 eNIR

ICX258AL 1/3" 768× 494 30 6.09 6.35× 7.4 eNIR

ICX248AL 1/2" 768× 494 30 8.07 8.4× 9.8 eNIR

ICX422AL 2/3" 768× 494 30 11.1 11.6× 13.5

Interlaced CCIR video

ICX279AL 1/4" 752× 582 25 4.54 4.85× 4.65 eNIR

ICX259AL 1/3" 752× 582 25 6.09 6.5× 6.25 eNIR

ICX249AL 1/2" 752× 582 25 8.07 8.6× 8.3 eNIR

ICX423AL 2/3" 752× 582 25 10.9 11.6× 11.2

Progressive scanning interline

ICX098AL 1/4" 659× 494 30 4.61 5.6× 5.6
ICX424AL 1/3" 659× 494 30 6.09 7.4× 7.4
ICX074AL 1/2" 659× 494 40 8.15 9.9× 9.9 C 32k, QE 0.43 @ 340 nm

ICX414AL 1/2" 659× 494 50 8.15 9.9× 9.9 C 30k, QE 0.40 @ 500 nm

ICX075AL 1/2" 782× 582 30 8.09 8.3× 8.3
ICX204AL 1/3" 1024× 768 15 5.95 4.65× 4.65

ICX205AL 1/2" 1360× 1024 9.5 7.72 4.65× 4.65 C 13 ke

ICX285AL 2/3" 1360× 1024 10 11.0 6.45× 6.45 C 18k, QE 0.65 @ 500 nm

ICX085AL 2/3" 1300× 1030 12.511.1 6.7× 6.7 C 20k, QE 0.54 @ 380 nm

ICX274AL 1/1.8" 1628× 1236 12 8.99 4.4× 4.4

KAI-0340DM 1/3" 640× 480 200 5.92 7.4× 7.4 C 20k, QE 0.55 @ 500 nm

KAI-1010M 1008× 1018 30 12.9 9.0× 9.0 QE 0.37 @ 500 nm

KAI-1020M 1000× 1000 49 10.5 7.4× 7.4 C 42k, QE 0.45 @ 490 nm

KAI-2001M 1600× 1200 30 14.8 7.4× 7.4 C 40k, QE 0.55 @ 480 nm

KAI-4020M 2048× 2048 15 21.4 7.4× 7.4 C 40k, QE 0.55 @ 480 nm

KAI-10000M 4008× 2672 3 43.3 9.0× 9.0 C 60k, QE 0.50 @ 500 nm

Sources:

http://www.framos.de

http://www.kodak.com/global/en/digital/ccd/

http://www.pco.de

http://www.framos.de
http://www.kodak.com/global/en/digital/ccd/
http://www.pco.de
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R3Imaging sensors for the infrared (IR, Section 1.7.1)

C: full well capacity in millions of electrons [Me], IT: integration time,
NETD: noise equivalent temperature difference, QE: peak quantum effi-
ciency

Chip Format
H × V

FR PC Pixel size
H × V, µm

Comments

Near infrared (NIR)

Indigo1 InGaAs 320× 256 345 30× 30 0.9–1.68µm, C 3.5 Me

Mid wave infrared (MWIR)

AIM2 PtSi 640× 486 50 12 24× 24 3.0–5.0µm,
NETD < 75 mK @ 33 ms IT

Indigo1 InSb 320× 256 345 30× 30 2.0–5.0µm, C 18 Me

Indigo1 InSb 640× 512 100 25× 25 2.0–5.0µm, C 11 Me

AIM2 HgCdTe 384× 288 120 20 24× 24 3.0–5.0µm,
NETD < 20 mK @ 2 ms IT

AIM2/IaF FhG3 QWIP 640× 512 30 18 24× 24 3.0–5.0µm,
NETD < 15 mK @ 20 ms IT

Long wave infrared (LWIR)

AIM2 HgCdTe 256× 256 200 16 40× 40 8–10µm,
NETD < 20 mK @ 0.35 ms IT

Indigo1 QWIP 320× 256 345 30× 30 8.0–9.2µm, C 18 Me, NETD
< 30 mK

AIM2/IaF FhG3 QWIP 256× 256 200 16 40× 40 8.0–9.2µm,
NETD < 8 mK @ 20 ms IT

AIM2/IaF FhG3 QWIP 640× 512 30 18 24× 24 8.0–9.2µm,
NETD < 10 mK @ 30 ms IT

Uncooled sensors

Indigo1 Microbolo-
meter

320× 240 60 30× 30 7.0–14.0µm,
NETD < 120 mK

Sources:
1 http://www.indigosystems.com
2 http://www.aim-ir.de
3 http://www.iaf.fhg.de/tpqw/frames_d.htm

http://www.indigosystems.com
http://www.aim-ir.de
http://www.iaf.fhg.de/tpqw/frames_d.htm
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R4 Properties of the W -dimensional Fourier transform (Section 2.3.4)

g(x)◦ • ĝ(k) andh(x)◦ • ĥ(k) are Fourier transform pairs: RW 
→ C:

ĝ(k) =
∞∫
−∞
g(x) exp

(
−2π ikTx

)
dWx =

〈
exp

(
2π ikTx

)∣∣g(x)〉 ;

s is a real, nonzero number, a and b are complex constants; A is a W×W
matrix, R is an orthogonal rotation matrix (R−1 = RT , detR = 1)

Property Spatial domain Fourier domain

Linearity ag(x)+ bh(x) aĝ(k)+ bĥ(k)
Similarity g(sx) ĝ(k/s)/|s|W
Generalized
similarity

g(Ax) ĝ
(
(A−1)Tk

)
/detA

Rotation g(Rx) ĝ (Rk)

Separability
W∏
w=1

gw(xw)
W∏
w=1

ĝw(kw)

Shift in x space g(x − x0) exp(−2π ikTx0)ĝ(k)
Finite difference g(x + x0/2)− g(x − x0/2) 2i sin(πxT0k)ĝ(k)
Shift in k space exp(2π ikT0x)g(x) ĝ(k− k0)
Modulation cos(2πkT0x)g(x)

(
ĝ(k− k0)+ ĝ(k+ k0)

)/
2

Differentiation
in x space

∂g(x)
∂xp

2π ikpĝ(k)

Differentiation
in k space

−2π ixpg(x)
∂ĝ(k)
∂kp

Definite integral,
mean

∞∫
−∞
g(x′)dWx′ ĝ(0)

Moments

∞∫
−∞
xmp xnq g(x)dWx

(
i

2π

)m+n (
∂m+nĝ(k)
∂kmp ∂knq

)∣∣∣∣∣
0

Convolution

∞∫
−∞
h(x′)g(x − x′)dWx′ ĥ(k)ĝ(k)

Spatial correlation

∞∫
−∞
h(x′)g(x′ + x)dWx′ ĝ∗(k) ĥ(k)

Multiplication h(x)g(x)
∞∫
−∞
ĥ(k′)ĝ(k− k′)dWk′

Inner product

∞∫
−∞
g∗(x)h(x)dWx

∞∫
−∞
ĝ∗(k)ĥ(k)dWk
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R5Elementary transform pairs for the continuous Fourier transform

2-D and 3-D functions are marked by † and ‡, respectively.

Space domain Fourier domain

Delta, δ(x) const., 1

const., 1 Delta, δ(k)

cos(k0x)
1
2
(δ(k− k0)+ δ(k+ k0))

sin(k0x)
i
2
(δ(k− k0)− δ(k+ k0))

sgn(x) =
{

1 x ≥ 0

−1 x < 0

−i
πk

Box, Π(x) =
{

1 |x| < 1/2
0 |x| ≥ 1/2 sinc(k) = sin(πk)

πk

Disk, †
1
πr 2

Π
( |x|

2r

)
Bessel,

J1(2πr |k|)
πr |k|

Ball, ‡ Π
( |x|

2

)
sin(|k|)− |k| cos(|k|)

|k|3/(4π)

Bessel,
J1(2πx)
x

2(1− k)1/2Π
(
k
2

)

exp(−|x|), exp(−|x|)† 2
1+ (2πk)2 ,

2π
(1+ (2π|k|)2)3/2

†

R6Functions invariant under the Fourier transform

Space domain Fourier domain

Gaussian, exp
(
−πxTx

)
Gaussian, exp

(
−πkTk

)

xp exp
(
−πxTx

)
−ikp exp

(
−πkTk

)

sech(πx) = 1
exp(πx)+ exp(−πx) sech(πk) = 1

exp(πk)+ exp(−πk)

Hyperbola, |x|−W/2 |k|−W/2

1-D δ comb, III(x) =
∞∑

n=−∞
δ(x −n) III(k) =

∞∑
v=−∞

δ(k− v)
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R7 Properties of the 2-D DFT (Section 2.3.4)

G andH are complex-valued M×N matrices, Ĝ and Ĥ their Fourier trans-
forms,

ĝu,v = 1
MN

M−1∑
m=0

N−1∑
n=0

gm,nw−muM w−nvN , wN = exp (2π i/N)

gm,n =
M−1∑
u=0

N−1∑
v=0

ĝu,vwmuM wnvN ,

and a and b complex-valued constants. Stretching and replication by
factors K,L ∈ N yields KM×LN matrices. For proofs see Cooley and
Tukey [27], Poularikas [158].

Property Space domain Wave-number domain

Mean
1
MN

M−1∑
m=0

N−1∑
n=0

Gmn ĝ0,0

Linearity aG+ bH aĜ+ bĤ

Spatial stretching (up-
sampling)

gKm,Ln ĝuv/(KL)
(ĝkM+u,lN+v = ĝu,v )

Replication (frequency
stretching)

gm,n (gkM+m,lN+n = gm,n) ĝKu,Lv

Shifting gm−m′,n−n′ w−m′u
M w−n′v

N ĝuv

Modulation wu
′m
M wv

′n
N gm,n ĝu−u′,v−v′

Finite differences (gm+1,n − gm−1,n)/2
(gm,n+1 − gm,n−1)/2

i sin(2πu/M)ĝuv
i sin(2πv/N)ĝuv

Convolution
M−1∑
m′=0

N−1∑
n′=0

hm′n′gm−m′,n−n′ MNĥuvĝuv

Spatial correlation
M−1∑
m′=0

N−1∑
n′=0

hm′n′gm+m′,n+n′ MNĥuvĝ∗uv

Multiplication gmnhmn
M−1∑
u′=0

N−1∑
v′=0

hu′v′gu−u′,v−v′

Inner product
M−1∑
m=0

N−1∑
n=0

g∗mnhmn
M−1∑
u=0

N−1∑
v=0

ĝ∗uvĥuv

Norm
M−1∑
m=0

N−1∑
n=0

|gmn|2
M−1∑
u=0

N−1∑
v=0

|ĝuv |2
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R8Properties of the continuous 1-D Hartley transform (Section 2.4.2)

g(x)◦ • ĝ(k) and h(x)◦ • ĥ(k) are Hartley transform pairs: R 
→ R,

hĝ(k) =
∞∫
−∞
g(x) cas(2πkx)dx ◦ • g(x) =

∞∫
−∞

hĝ(k) cas(2πkx)dk

with
cas 2πkx = cos(2πkx)+ sin(2πkx).

s is a real, nonzero number, a and b are real constants.

Property Spatial domain Fourier domain

Linearity ag(x)+ bh(x) aĝ(k)+ bĥ(k)
Similarity g(sx) ĝ(k/s)/|s|
Shift
in x space

g(x − x0) cos(2πkx0)ĝ(k)−sin(2πkx0)ĝ(−k)

Modulation cos(2πk0x)g(x)
(
ĝ(k− k0)+ ĝ(k+ k0)

)/
2

Differentiation
in x space

∂g(x)
∂xp

−2πkpĝ(−k)

Definite
integral,
mean

∞∫
−∞
g(x′)dx′ ĝ(0)

Convolution

∞∫
−∞
h(x′)g(x − x′)dx′ [ĝ(k)ĥ(k)+ ĝ(k)ĥ(−k)

+ĝ(−k)ĥ(k)− ĝ(−k)ĥ(−k)]/2
Multiplication h(x)g(x) [ĝ(k)∗ ĥ(k)+ ĝ(k)∗ ĥ(−k)

+ĝ(−k)∗ ĥ(k)− ĝ(−k)∗ ĥ(−k)]/2

Autocorrelation

∞∫
−∞
g(x′)g(x′ + x)dx′ [ĝ2(k)+ ĝ2(−k)]/2

1. Fourier transform expressed in terms of the Hartley transform

ĝ(k) = 1
2

(
hĝ(k)+h ĝ(−k)

)
− i

2

(
hĝ(k)−h ĝ(−k)

)
2. Hartley transform expressed in terms of the Fourier transform

hĝ(k) = 	[ĝ(k)]−([ĝ(k)] = 1
2

(
ĝ(k)+ ĝ∗(k))+ i

2

(
ĝ(k)− ĝ∗(k))
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R9 Probability density functions (PDFs, Section 3.4).

Definition, mean, and variance of some PDFs

Name Definition Mean Variance

Discrete PDFs fn

Poisson P(µ) exp(−µ)µ
n

n!
, n ≥ 0 µ µ

Binomial B(Q,p) Q!
n! (Q−n)!p

n(1− p)Q−n, 0 ≤ n < Q Qp Qp(1− p)

Continuous PDFs f(x)

Uniform U(a,b) 1
b − a

a+ b
2

(b − a)2
12

Normal N(µ,σ) 1√
2πσ

exp

(
− (x − µ)

2

2σ2

)
µ σ 2

Rayleigh R(σ) x
σ2 exp

(
− x

2

2σ2

)
, x > 0 σ

√
π/2 σ 2(4−π)/2

Chi-square
χ2(Q,σ)

xQ/2−1

2Q/2Γ(Q/2)σQ
exp

(
− x

2σ2

)
, x > 0 Qσ 2 2Qσ 4

Addition theorems for independent random variables g1 and g2

PDF g1 g2 g1 + g2

Binomial B(Q1, p) B(Q2, p) B(Q1 +Q2, p)
Poisson P(µ1) P(µ2) P(µ1 + µ2)
Normal N(µ1, σ1) N(µ2, σ2) N(µ1+µ2, (σ 2

1 +σ 2
2 )1/2)

Chi-square χ2(Q1, σ) χ2(Q2, σ) χ2(Q1 +Q2, σ)

PDFs of functions of independent random variables gn

PDF of variable Function PDF of function

gn: N(0, σ) (g2
1 + g2

2)1/2 R(σ)

gn: N(0, σ) arctan(g2
2/g

2
1) U(0,2π)

gn: N(0, σ)
Q∑
n=1

g2
n χ2(Q,σ)
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R10Error propagation (Sections 3.2.3, 3.3.3, and 4.2.8)

fg is the PDF of the random variable (RV) g, a, and b are constants,
g′ = p(g) a differentiable monotonic function with the derivative dp/dg
and the inverse function g = p−1(g′).
Let g be a vector with P RVs with the covariance matrix cov(g), g′ a
vector with Q RVs and with the covariance matrix cov(g′), M a Q× P
matrix, and a a column vector with Q elements.

1. PDF, mean, and variance of a linear function g′ = ag + b

fg′(g′) = fg((g
′ − a)/b)
|a| , µg′ = aµg + b, σ 2

g′ = a2σ 2
g

2. PDF of monotonous differentiable nonlinear function g′ = p(g)

fg′(g′) = fg(p−1(g′))∣∣dp(p−1(g′))/dg
∣∣ ,

3. Mean and variance of differentiable nonlinear function g′ = p(g)

µg′ ≈ p(µg)+
σ 2
g

2

d2p(µg)
dg2

, σ 2
g′ ≈

∣∣∣∣∣dp(µg)
dg

∣∣∣∣∣
2

σ 2
g

4. Covariance matrix of a linear combination of RVs, g′ =Mg + a

cov(g′) =M cov(g)MT

5. Covariance matrix of a nonlinear combination of RVs, g′ = p(g)

cov(g′) ≈ J cov(g)JT with the Jacobian matrix J, jq,p = ∂pq∂gp
.

6. Homogeneous stochastic field: convolution of a random vector by
the filter h g′ = h∗ g (Section 4.2.8)

(a) With the autocovariance vector c

c′ = c 	 (h	 h) ◦ • ĉ′(k) = ĉ(k)
∣∣∣ĥ(k)∣∣∣2

.

(b) With the autocovariance vector c = σ 2δn (uncorrelated elements)

c′ = σ 2(h	 h) ◦ • ĉ′(k) = σ 2
∣∣∣ĥ(k)∣∣∣2

.
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R11 1-D LSI filters (Sections 4.2.6, 11.2, and 12.3)

1. Transfer function of a 1-D filter with an odd number of coefficients
(2R + 1, [h−R, . . . , h−1, h0, h1, . . . , hR])

(a) General

ĥ(k̃) =
R∑

v′=−R
hv′ exp(−π iv′k̃)

(b) Even symmetry (h−v = hv )

ĥv = h0 + 2
R∑

v′=1

hv′ cos(πv′k̃)

(c) Odd symmetry (h−v = −hv )

ĥv = −2i
R∑

v′=1

hv′ sin(πv′k̃)

2. Transfer function of a 1-D filter with an even number of coefficients
(2R, [h−R, . . . , h−1, h1, . . . , hR], convolution results put on intermedi-
ate grid)

(a) Even symmetry (h−v = hv )

ĥv = 2
R∑

v′=1

hv′ cos(π(v′ − 1/2)k̃)

(b) Odd symmetry (h−v = −hv )

ĥv = −2i
R∑

v′=1

hv′ sin(π(v′ − 1/2)k̃)

3. Transfer function of the two elementary filters

(a) Averaging of two neighboring points

B = [1 1] /2 ◦ • b̂(k̃) = cos(πk̃/2)

(b) Difference of two neighboring points

D1 = [1 − 1] ◦ • d̂1(k̃) = 2i sin(πk̃/2)
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R121-D recursive filters (Section 4.5).

1. General filter equation

g′n = −
S∑

n′′=1

an′′g′n−n′′ +
R∑

n′=−R
hn′gn−n′

2. General transfer function

ĥ(k̃) =

R∑
n′=−R

hn′ exp(−π in′k̃)

S∑
n′′=0

an′′ exp(−π in′′k̃)

3. Factorization of the transfer function using the z transform and the
fundamental law of algebra

ĥ(z) = h−RzR

2R∏
n′=1

(1− cn′z−1)

S∏
n′′=1

(1− dn′′z−1)

4. Relaxation filter

(a) Filter equation (|α| < 1)

g′n = αg′n∓1 + (1−α)gn
(b) Point spread function

±r±n =
{
(1−α)αn n ≥ 0

0 else

(c) Transfer function of the symmetric filter (running filter succes-
sively in positive and negative direction)

r̂ (k̃) = 1

1+ β− β cosπk̃
,

(
r̂ (0) = 1, r̂ (1) = 1

1+ 2β

)

with

β = 2α
(1−α)2 , α =

1+ β− √
1+ 2β

β
, β ∈]− 1/2,∞[
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5. Resonance filter with unit response at resonance wave number k̃0 in
the limit of low damping 1− r � 1

(a) Filter equation (damping coefficient r ∈ [0,1[, resonance wave
number k̃0 ∈ [0,1])

g′n = (1− r 2) sin(πk̃0)gn + 2r cos(πk̃0)g′n∓1 − r 2g′n∓2

(b) Point spread function

h±n =
⎧⎪⎨
⎪⎩
(1− r 2)rn sin[(n+ 1)πk̃0] n ≥ 0

0 n < 0

(c) Transfer function of the symmetric filter (running filter succes-
sively in positive and negative direction)

ŝ(k̃) = sin2(πk̃0)(1− r 2)2(
1− 2r cos[π(k̃− k̃0)]+ r 2

)(
1− 2r cos[π(k̃+ k̃0)]+ r 2

)
(d) For low damping, the transfer function can be approximated by

ŝ(k̃) ≈ 1

1+ (k̃− k̃0)2
/
(1−r2)2
4r2π2

for 1− r � 1

(e) Halfwidth ∆k, defined by ŝ(k̃0 +∆k) = 1/2

∆k ≈ (1− r)/π

R13 Gaussian and Laplacian pyramids (Section 5.2)

1. Construction of the Gaussian pyramid G(0),G(1), . . . ,G(P) with P + 1
planes by iterative smoothing and subsampling by a factor of two in
all directions

G(0) = G, G(p+1) = B↓2G(p)

2. Condition for smoothing filter to avoid aliasing

B̂(k̃) = 0 ∀k̃p ≥ 1
2

3. Construction of the Laplacian pyramid L(0),L(1), . . . ,L(P) with P + 1
planes from the Gaussian pyramid

L(p) = G(p)− ↑2 G(p+1), L(P) = G(P)

The last plane of the Laplacian pyramid is the last plane of the Gaussian
pyramid.
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4. Interpolation filters for upsampling operation ↑2 (�R22)

5. Iterative reconstruction of the original image from the Laplacian pyra-
mid. Compute

G(p−1) = L(p−1)+ ↑2 G(p)

starting with the highest plane (p = P ). When the same upsampling
operator is used as for the construction of the Laplacian pyramid, the
reconstruction is perfect except for rounding errors.

6. Directio-pyramidal decomposition in two directional components

G(p+1) = ↓2 BxByG(p)
L(p) = G(p)− ↑2 G(p+1)

L(p)x = 1/2(L(p) − (Bx −By)G(p))
L(p)y = 1/2(L(p) + (Bx −By)G(p))

R14Basic properties of electromagnetic waves (Section 6.3)

1. The frequency ν (cycles per unit time) and wavelength λ (length of
a period) are related by the phase speed c (in vacuum speed of light
c = 2.9979× 108 m s−1):

λν = c
2. Classification of the ultraviolet, visible and infrared part of the elec-

tromagnetic spectrum (see also Fig. 6.6)

Name Wavelength range Comment

VUV (vacuum UV) 30–180 nm Strongly absorbed by air; re-
quires evacuated equipment

UV-C 100–280 nm CIE standard definition

UV-B 280–315 nm CIE standard definition

UV-A 315–400 nm CIE standard definition

Visible (light) 400–700 nm Visible by the human eye

VNIR (very near IR) 0.7–1.0µm IR wavelength range to which
standard silicon image sen-
sors respond

NIR (near IR) 0.7–3.0µm

TIR (thermal IR) 3.0–14.0µm Range of largest emission at
environmental temperatures

MIR (middle IR) 3–100µm

FIR (far IR) 100–1000µm
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3. Energy and momentum of particulate radiation such as β radiation
(electrons), α radiation (helium nuclei), neutrons, and photons (elec-
tromagnetic radiation):

ν = E/h Bohr frequency condition,
λ = h/p de Broglie wavelength relation.

R15 Radiometric and photometric terms (Section 6.2)

dA0 is an element of area in the surface, θ the angle of incidence, Ω the
solid angle. For energy-, photon-, and photometry-related terms, often
the indices e, p, and ν , respectively, are used.

Term Energy-related Photon-related Photometric quantity

Energy Radiant energy Q
[Ws]

Photon number
[1]

Luminous energy
[lm s]

Energy flux
(power)

Radiant flux

Φ = dQ
dt

[W]

Photon flux
[s−1]

Luminous flux
[lumen (lm)]

Incident energy
flux density

Irradiance

E = dΦ
dA0

[W m−2]

Photon irradi-
ance [m−2s−1]

Illuminance
[lm/m2 = lux [(lx)]

Excitant energy
flux density

Radiant excitance
(emittance)

M = dΦ
dA0

[W m−2]

Photon flux
density [m−2s−1]

Luminous excitance
[lm/m2]

Energy flux per
solid angle

Radiant intensity

I = dΦ
dΩ

[Wsr−1]

Photon intensity
[s−1sr−1]

Luminous intensity
[lm/sr = candela (cd)]

Energy flux
density per
solid angle

Radiance

L = d2Φ
dΩdA0 cosθ

[W m−2 sr−1]

Photon radiance
[m−2s−1sr−1]

Luminance [cd m−2]

Energy/area Energy density
[W s m2]

Photon density
[m−2]

Exposure
[lm s m−2 = lx s]

Computation of luminous quantities from the corresponding radiomet-
ric quantity by the spectral luminous efficacy V(λ) for daylight (photopic)
vision:

Qv = 683
lm
W

780 nm∫
380 nm

Q(λ)V(λ)dλ
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Table with the 1980 CIE values of the spectral luminous efficacy V(λ)
for photopic vision

λ [nm] V(λ) λ [nm] V(λ) λ [nm] V(λ)

380 0.00004 520 0.710 660 0.061

390 0.00012 530 0.862 670 0.032

400 0.0004 540 0.954 680 0.017

410 0.0012 550 0.995 690 0.0082

420 0.0040 560 0.995 700 0.0041

430 0.0116 570 0.952 710 0.0021

440 0.023 580 0.870 720 0.00105

450 0.038 590 0.757 730 0.00052

460 0.060 600 0.631 740 0.00025

470 0.091 610 0.503 750 0.00012

480 0.139 620 0.381 760 0.00006

490 0.208 630 0.265 770 0.00003

500 0.323 640 0.175 780 0.000015

510 0.503 650 0.107

R16Color systems (Section 6.2.4)

1. Human color vision based on three types of cones with maximal sen-
sitivities at 445 nm, 535 nm, and 575 nm (Fig. 6.4b).

2. RGB color system; additive color system with the three primary col-
ors red, green, and blue. This could either be monochromatic colors
with wavelengths 700 nm, 646.1 nm, and 435.8 nm or red, green, and
blue phosphor as used in RGB monitors (e. g., according to the Euro-
pean EBU norm). Not all colors can be represented by the RGB color
system (see Fig. 6.5a).

3. Chromaticity diagram: reduction of the 3-D color space to a 2-D color
plane normalized by the intensity:

r = R
R +G + B , g = G

R +G + B , b = B
R +G + B .

It is sufficient to use the two components r and g: b = 1− r − g.

4. XYZ color system (Fig. 6.5c): additive color system with three vir-
tual primaries X, Y , and Z that can represent all possible colors and
is given by the following linear transform from the EBU RGB color
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system: ⎡
⎢⎢⎣
X
Y
Z

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0.490 0.310 0.200

0.177 0.812 0.011

0.000 0.010 0.990

⎤
⎥⎥⎦

⎡
⎢⎢⎣
R
G
B

⎤
⎥⎥⎦ .

5. Color difference or YUV system: color system with an origin at the
white point (Fig. 6.5b).

6. Hue-saturation (HSI) color system: color system using polar coordi-
nates in a color difference system. The saturation is given by the
radius and the hue by the angle.

R17 Thermal emission (Section 6.4.1)

1. Spectral emittance (law of Planck)

Me(λ, T) = 2πhc2

λ5

1

exp
(
hc
kBTλ

)
− 1

with

h = 6.6262× 10−34 J s Planck constant,
kB = 1.3806× 10−23 J K−1 Boltzmann constant, and

c = 2.9979× 108 m s−1 speed of light in vacuum.

2. Total emittance (law of Stefan and Boltzmann)

Me = 2
15

k4
Bπ5

c2h3
T 4 = σT 4 with σ ≈ 5.67 · 10−8W m−2K−4

3. Wavelength of maximum emittance (Wien’s law)

λm ≈ 2898Kµm
T

R18 Interaction of radiation with matter (Section 6.4)

1. Snell’s law of refraction at the boundary of two optical media with
the indices of refraction n1 and n2

sinθ1

sinθ2
= n2

n1

θ1 and θ2 are the angles of incidence and refraction, respectively.

2. Reflectivity ρ: ratio of the reflected radiant flux to the incident flux
at the surface. Fresnel’s equations give the reflectivity for parallel
polarized light

ρ‖ = tan2(θ1 − θ2)
tan2(θ1 + θ2)

,
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for perpendicular polarized light

ρ⊥ = sin2(θ1 − θ2)
sin2(θ1 + θ2)

,

and for unpolarized light

ρ = ρ‖ + ρ⊥
2

.

3. Reflectivity at normal incidence (θ1 = 0) for all polarization states

ρ = (n1 −n2)2

(n1 +n2)2
= (n− 1)2

(n+ 1)2
with n = n1/n2

4. Total reflection. When a ray enters into a medium with lower refrac-
tive index, beyond the critical angle θc all light is reflected and none
enters the optically thinner medium:

θc = arcsin
n1

n2
with n1 < n2

R19Optical imaging

1. Perspective projection with pinhole camera model

x1 = −d
′X1

X3
, x2 = −d

′X2

X3

Pinhole located at origin of world coordinate system [X1, X2, X3]T ,
d′ is distance of image plane to projection center, X3 axis aligned
perpendicular to image plane.

2. Image equation (Newtonian and Gaussian form)

dd′ = f 2 or
1

d′ + f +
1

d+ f =
1
f

d and d′ are the distances of the object and image to the front and
back focal points of the optical system, respectively (see Fig. 7.7).

3. Lateral magnification

ml = x1

X1
= f
d
= d

′

f

4. Axial magnification

ma ≈ d
′

d
= f

2

d2
= d

′2

f 2
=m2

l
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5. The f -number nf of an optical system is the ratio of the focal length
and diameter of lens aperture

nf = f
2r

6. Depth of focus (image space)

∆x3 = 2nf

(
1+ d

′

f

)
ε = 2nf (1+ml)ε

7. Depth of field (object space)

Distant objects (∆X3 � d) ∆X3 ≈ 2nf · 1+ml

m2
l
ε

dmin for range including infinity dmin ≈ f 2

4nfε

Microscopy (ml� 1) ∆X3 ≈ 2nfε
ml

8. Resolution of a diffraction-limited optical system: angular resolution

Angular resolution ∆θ0 = 0.61
λ
r

Lateral resolution at image plane ∆x = 0.61
λ
n′a

Lateral resolution at object plane ∆X = 0.61
λ
na

The resolution is given by the Rayleigh criterion (see Fig. 7.15b); na
and na′ are the object-sided and image sided numerical aperture of
the light cone entering the optical system:

na = n sinθ0 = 2n
nf

= nr
f

;

n is the index of refraction.

9. Relation of the irradiance at image plane E′ to the object radiance L
(see Fig. 7.10)

E′ = tπ
(

r
f + d′

)2

cos4 θ L ≈ tπ cos4 θ
n2
f
L for d� f
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R20Homogeneous point operation (Section 10.2)

Point operation that is independent of the position of the pixel

G′mn = P(Gmn)
1. Negative

PN(q) = Q− 1− q
2. Detection of underflow and overflow by a pseudocolor [r , g, b]map-

ping

Puo(q) =

⎧⎪⎪⎨
⎪⎪⎩
[0,0,Q− 1] (blue) q = 0

[q, q, q] (gray) q ∈ [1,Q− 2]
[Q− 1,0,0] (red) q = Q− 1

3. Contrast stretching of range [q1, q2]

Pcs(q) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 q < q1

(q − q1)(Q− 1)
q2 − q1

q ∈ [q1, q2]

Q− 1 q > q2

R21Calibration procedures

1. Noise equalization (Section 10.2.3)
If the variance of the noise depends on the image intensity, it can be
equalized by a nonlinear grayscale transformation

h(g) = σh
g∫
0

dg′√
σ 2(g′)

+ C

with the two free parameters σh and C . With a linear variance func-
tion (Section 3.4.5)

σ 2
g(g) = σ 2

0 +αg
the transformation becomes for g ∈ [0, gmax] 
→ h ∈ [0, γgmax]

h(g) = γgmax

√
σ 2

0 +Kg − σ0√
σ 2

0 +Kgmax − σ0

, σh = γKgmax/2√
σ 2

0 +Kgmax − σ0

.

2. Linear photometric two-point calibration (Section 10.3.3)
Two calibration images are taken, a dark image B without any illumi-
nation and a reference image R with an object of constant radiance.
A normalized image corrected for both the fixed pattern noise and
inhomogeneous sensitivity is given by

G′ = cG− B
R− B .
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R22 Interpolation (Section 10.5)

1. Interpolation of continuous function from sampled points at dis-
tances ∆xw is an convolution operation:

gr (x) =
∑
n
g(xn)h(x − xn).

Reproduction of the grid points results in the interpolation condition

h(xn) =
{

1 n = 0

0 otherwise.

2. Ideal interpolation function

h(x) =
W∏
w=1

sinc(xw/∆xw) ◦ • ĥ(k) =
W∏
w=1

Π(k̃w/2)

3. Discrete 1-D interpolation filters for interpolation of intermediate
grid points halfway between the existing points

Type Mask Transfer function

Linear
[

1 1

]
/2 cos(πk̃/2)

Cubic
[
−1 9 9 −1

]
/16

9 cos(πk̃/2)− cos(3πk̃/2)
8

Cubic B-spline
[

1 23 23 1

]
/48[

3−√3,
√

3− 2

]
†

23 cos(πk̃/2)+ cos(3πk̃/2)
16+ 8 cos(πk̃)

†Recursive filter applied in forward and backward direction, see Section 10.6.1
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R23Averaging convolution filters (Chapter 11)

1. Summary of general constraints for averaging convolution filters

Property Space domain Wave-number domain

Preservation of mean
∑
n
hn = 1 ĥ(0) = 1

Zero shift,
even symmetry

h−n = hn (
(
ĥ(k)

)
= 0

Monotonic decrease
from one to zero

— ĥ(k̃2) ≤ ĥ(k̃1) if k̃2 > k̃1,
ĥ(k) ∈ [0,1]

Isotropy h(x) = h(|x|) ĥ(k) = ĥ(|k|)

2. 1-D smoothing box filters

Mask Transfer function Noise
suppression†

3R = [1 1 1]/3
1
3
+ 2

3
cos(πk̃)

1√
3
≈ 0.577

4R = [1 1 1 1]/4 cos(πk̃) cos(πk̃/2) 1/2 = 0.5

RR = [1 . . . 1]︸ ︷︷ ︸
R times

/R
sin(πRk̃/2)
R sin(πk̃/2)

1√
R

†For white noise

3. 1-D smoothing binomial filters

Mask TF Noise suppression†

B2 = [1 2 1]/4 cos2(πk̃/2)

√
3
8
≈ 0.612

B4 = [1 4 6 4 1]/16 cos4(πk̃/2)

√
35
128

≈ 0.523

B2R cos2R(πk̃/2)
(
Γ(R + 1/2)√
π Γ(R + 1)

)1/2
≈

(
1
Rπ

)1/4 (
1− 1

16R

)
†For white noise



574 A Reference Material

R24 First-order derivative convolution filters (Chapter 12)

1. Summary of general constraints for a first-order derivative filter into
the direction xw for W -dimensional signals; w′ denotes any of the
possible directions and n vector indexing (Section 4.2.1)

Property Space domain Wave-number domain

Zero mean
∑
n
hn = 0 ĥ(k̃)

∣∣∣
k̃=0

= 0

Zero shift,
odd symmetry

hn1,...,−nw,...,nW =
−hn1,...,nw ,...,nW

	
(
Ĥ(k)

)
= 0

First-order derivative
∑
n
nw′hn = δw′−w ∂ĥ(k̃)

∂k̃w

∣∣∣∣∣
k̃=0

= π iδw′−w

Isotropy ĥ(k̃) = π ik̃wb̂(
∣∣∣k̃∣∣∣) with

b̂(0) = 1, ∇kb̂(
∣∣∣k̃∣∣∣) = 0

2. First-order discrete difference filters

Name Mask Transfer function

Dx
[

1 −1
]

2i sin(πk̃x/2)

Symmetric difference, D2x

[
1 0 −1

]
/2 i sin(πk̃x)

Cubic B-spline D2x
±R

[
1 0 −1

]
/2,[

3−√3,
√

3− 2
]† i

sin(πk̃x)
2/3+ 1/3 cos(πk̃x)

†Recursive filter applied in forward and backward direction, see Section 10.6.1
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3. Regularized first-order discrete difference filters

Name Mask Transfer function

2× 2, DxBy 1
2

⎡
⎣ 1 −1

1 −1

⎤
⎦ 2i sin(πk̃x/2) cos(πk̃y/2)

Sobel, D2xB2
y

1
8

⎡
⎢⎢⎢⎣

1 0 –1

2 0 –2

1 0 –1

⎤
⎥⎥⎥⎦ i sin(πk̃x) cos2(πk̃y/2)

Optimized Sobel
D2x(3B2

y + I)/4
1
32

⎡
⎢⎢⎢⎣

3 0 –3

10 0 –10

3 0 –3

⎤
⎥⎥⎥⎦ i sin(πk̃x)(3 cos2(πk̃y/2)+ 1)/4

4. Performance characteristics of edge detectors: angle error, magni-
tude error, and noise suppression for white noise. The three values
in the two error columns give the errors for a wave number range of
0–0.25, 0.25–0.5, and 0.5–0.75, respectively.

Name Angle error [°] Magnitude error Noise factor

Dx
√

2 ≈ 1.414

D2x 1.36 4.90 12.66 0.026 0.151 0.398 1/
√

2 ≈ 0.707

D2x
±R 0.02 0.33 2.26 0.001 0.023 0.220

√
3 ln 3/π ≈ 1.024

DxBy 0.67 2.27 5.10 0.013 0.079 0.221 1

D2xB2
y 0.67 2.27 5.10 0.012 0.053 0.070

√
3/4 ≈ 0.433

D2x(3B2
y + I)/4 0.15 0.32 0.72 0.003 0.005 0.047

√
59/16 ≈ 0.480
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R25 Second-order derivative convolution filters (Chapter 12)

1. Summary of general constraints for a second-order derivative filter
into the direction xw for W -dimensional signals; w′ denotes any of
the possible directions and n vector indexing (Section 4.2.1)

Property Space domain Wave-number domain

Zero mean
∑
n
hn = 0 ĥ(k̃)

∣∣∣
k̃=0

= 0

Zero slope
∑
n
nw′hn = 0

∂ĥ(k̃)
∂k̃w′

∣∣∣∣∣
k̃=0

= 0

Zero shift,
even symmetry

h−n = hn (
(
Ĥ(k)

)
= 0

2nd-order derivative
∑
n
n2
w′hn = 2δw′−w

∂2ĥ(k̃)
∂k̃2
w′

∣∣∣∣∣
k̃=0

= −2π2δw′−w

Isotropy ĥ(k̃) = −(πk̃w)2b̂(
∣∣∣k̃∣∣∣) with

b̂(0) = 1, ∇kb̂(
∣∣∣k̃∣∣∣) = 0

2. Second-order discrete difference filters

Name Mask Transfer function

1-D Laplace D2
x

[
1 −2 1

]
−4 sin2(πk̃x/2)

2-D Laplace L

⎡
⎢⎢⎣

0 1 0

1 −4 1

0 1 0

⎤
⎥⎥⎦ −4 sin2(πk̃x/2)−4 sin2(πk̃y/2)

2-D Laplace L′ 1
4

⎡
⎢⎢⎣

1 2 1

2 −12 2

1 2 1

⎤
⎥⎥⎦ 4 cos2(πk̃x/2) cos2(πk̃y/2)− 4



B Notation

Because of the multidisciplinary nature of digital image processing, a
consistent and generally accepted terminology — as in other areas —
does not exist. Two basic problems must be addressed.

• Conflicting terminology. Different communities use different symbols
(and even names) for the same terms.

• Ambiguous symbols. Because of the many terms used in image process-
ing and the areas it is related to, one and the same symbol is used
for multiple terms.

There exists no trivial solution to this awkward situation. Otherwise
it would be available. Thus conflicting arguments must be balanced. In
this textbook, the following guidelines are used:

• Stick to common standards. As a first guide, the symbols recom-
mended by international organizations (such as the International Or-
ganization for Standardization, ISO) were consulted and several ma-
jor reference works were compared [48, 125, 130, 158]. Additionally
cross checks were made with several standard textbooks from dif-
ferent areas [14, 63, 150, 160]. Only in a few conflicting situations
deviations from commonly accepted symbols are used.

• Use most compact notation. When there was a choice of different
notations, the most compact and comprehensive notation was used.
In rare cases, it appeared useful to use more than one notation for
the same term. It is, for example, sometimes more convenient to use
indexed vector components (x = [x1, x2]T ), and sometimes to use
x = [x,y]T .

• Allow ambiguous symbols. One and the same symbol can have differ-
ent meanings. This is not so bad as it appears at first glance because
from the context the meaning of the symbol becomes unambiguous.
Thus care was taken that ambiguous symbols were only used when
they can clearly be distinguished by the context.

In order to familiarize readers coming from different backgrounds to
the notation used in this textbook, we will give here some comments on
deviating notations.
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Wave number. Unfortunately, different definitions for the term wave
number exist:

k′ = 2π
λ

and k = 1
λ
. (B.1)

Physicists usually include the factor 2π in the definition of the wave
number: k′ = 2π/λ, by analogy to the definition of the circular fre-
quencyω = 2π/T = 2πν . In optics and spectroscopy, however, it is
defined as the inverse of the wavelength without the factor 2π (i. e.,
number of wavelengths per unit length) and denoted by ν̃ = λ−1.

Imaginary unit. The imaginary unit is denoted here by i. In electrical
engineering and related areas, the symbol j is commonly used.

Time series, image matrices. The standard notation for time series [150],
x[n], is too cumbersome to be used with multidimensional signals:
g[k][m][n]. Therefore the more compact notation xn and gk,m,n is
chosen.

Partial derivatives. In cases were it does not lead to confusion, partial
derivates are abbreviated by indexing: ∂g/∂x = ∂xg = gx

Typeface Description

e, i, d, w Upright symbols have a special meaning; examples: e for the
base of natural logarithm, i = √−1, symbol for derivatives:
dg, w = e2π i

a, b, … Italic (not bold): scalar

g, k, u, x, … Lowercase italic bold: vector , i. e., a coordinate vector, a time
series, row of an image, …

G, H, J, … Uppercase italic bold: matrix, tensor , i. e., a discrete image, a
2-D convolution mask, a structure tensor; also used for signals
with more than two dimensions

B, R, F , … Caligraphic letters indicate a representation-independent op-
erator

N, Z, R, C Blackboard bold letters denote sets of numbers or other quan-
tities

Accents Description

k̄, n̄, … A bar indicates a unit vector

k̃, k̃, x̃, … A tilde indicates a dimensionless normalized quantity (of a
quantity with a dimension)

Ĝ, ĝ(k), … A hat indicates a quantity in the Fourier domain
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Subscript Description

gn Element n of the vector g

gmn Element m,n of the matrix G

gp Compact notation for first-order partial derivative of the con-
tinuous function g into the direction p: ∂g(x)/∂xp

gpq Compact notation for second-order partial derivative of the
continuous function g(x) into the directions p and q:
∂2g(x)/(∂xp∂xq)

Superscript Description

A−1, A−g Inverse of a square matrix A; generalized inverse of a (non-
square) matrix A

AT , aT Transpose of a matrix or vector; (includes conjugation for
complex numbers)

aTb, 〈a |b 〉 Scalar product of two vectors

a	 Conjugate complex

A	 Conjugate complex and transpose of a matrix

Indexing Description

K, L, M , N Extension of discrete images in t, z, y , and x directions

k, l, m, n Indices of discrete images in t, z, y , and x directions

r , s, u, v Indices of discrete images in Fourier domain in t, z, y , and x
directions

P Number of components in a multichannel image; dimension
of a feature space, number of components, pyramid planes or
data points

Q Number of quantization levels, number of object classes, or
number of regression parameters

R Size of masks for neighborhood operators

W Dimension of an image or feature space

p,q,w Indices of a component in a multichannel image, dimension
in an image, quantization level or feature



580 B Notation

Function Description

cos(x) Cosine function

exp(x) Exponential function

ld(x) Logarithmic function to base 2

ln(x) Logarithmic function to base e

log(x) Logarithmic function to base 10

sin(x) Sine function

sinc(x) Sinc function: sinc(x) = sin(πx)/(πx)

det(G) Determinant of a square matrix

diag(G) Vector with diagonal elements of a square matrix

trace(G) Trace of a square matrix

cov(g) Covariance matrix of a random vector

E(g), var(G) Expectation (mean value) and variance

Image operators Description

· Pointwise multiplication of two images

∗ Convolution

	 Correlation

�,⊕ Morphological erosion and dilation operators

◦,• Morphological opening and closing operators

⊗ Morphological hit-miss operator

∨,∧ Boolean or and and operators

∪,∩ Union and intersection of sets

⊂,⊆ Set is subset, subset or equal

� Shift operator

↓s Sample or reduction operator: take only every sth pixel,
row, etc.

↑s Expansion or interpolation operator: increase resolution in
every coordinate direction by a factor of s, the new points
are interpolated from the available points
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Symbol Definition, [Units] Meaning

Greek symbols

α [m−1] Absorption coefficient

β [m−1] Scattering coefficient

δ(x), δn Continuous, discrete δ distribution

∆
W∑
w=1

∂2

∂x2
w

Laplacian operator

ε [1] Specific emissivity

ε [m] Radius of blur disk

κ [m−1] Extinction coefficient, sum of absorp-
tion and scattering coefficient

∇
[
∂
∂x1

, . . . ,
∂
∂xW

]T
Gradient operator

λ [m] Wavelength

ν [s−1], [Hz] (hertz) Frequency

∇× Rotation operator

η n+ iξ, [1] Complex index of refraction

η [1] Quantum efficiency

φ [rad], [°] Phase shift, phase difference

φe [rad], [°] Azimuth angle

Φ [J/s], [W], [s−1], [lm] Radiant or luminous flux

Φe, Φp [W], [s−1], [lm] Energy-based radiant, photon-based
radiant, and luminous flux

ρ, ρ‖, ρ⊥ [1] Reflectivity for unpolarized, parallel
polarized, and perpendicularly polar-
ized light

ρ [kg/m3] Density

σx Standard deviation of the random
variable x

σ 5.6696 · 10−8Wm−2K−4 Stefan-Boltzmann constant

σs [m2] Scattering cross-section

τ [1] Optical depth (thickness)

τ [1] Transmissivity

τ [s] Time constant

θ [rad], [°] Angle of incidence

θb [rad], [°] Brewster angle (polarizing angle)

θc [rad], [°] Critical angle (for total reflection)

θe [rad], [°] Polar angle

θi [rad], [°] Angle of incidence

continued on next page
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Symbol Definition, [Units] Meaning

continued from previous page

Ω [sr] (steradian) Solid angle

ω ω = 2πν , [s−1], [Hz] Circular frequency

Roman symbols

A [m2] Area

a,a a = xtt = ut , [m/s2] Acceleration

b̂(k̃) Transfer function of binomial mask

B [Vs/m2] Magnetic field

B Binomial filter mask

B Binomial convolution operator

c 2.9979 · 108 ms−1 speed of light

C set of complex numbers

d [m] Diameter (aperture) of optics, dis-
tance

d′ [m] Distance in image space

d̂(k̃) Transfer function of D
D [m2/s] Diffusion coefficient

D First-order difference filter mask

D First-order difference operator

e 1.6022 · 10−19 As Elementary electric charge

e 2.718281 . . . Base for natural logarithm

E [W/m2], [lm/m2], [lx] Radiant (irradiance) or luminous (illu-
minance) incident energy flux density

E [V/m] Electric field

ē [1] Unit eigenvector of a matrix

f , fe [m] (Effective) focal length of an optical
system

fb, ff [m] Back and front focal length

f Optical flow

f Feature vector

F [N] (newton) Force

G Image matrix

H General filter mask

h 6.6262 · 10−34 Js Planck’s constant (action quantum)

� h/(2π) [Js]

i
√−1 Imaginary unit

I [W/sr], [lm/sr] Radiant or luminous intensity

I [A] Electric current

continued on next page



583

Symbol Definition, [Units] Meaning

continued from previous page

I Identity matrix

I Identity operator

J Structure tensor, inertia tensor

kB 1.3806 · 10−23 J/K Boltzmann constant

k 1/λ, [m−1] Magnitude of wave number

k [m−1] Wave number (number of wave-
lengths per unit length)

k̃ k∆x/π Wave number normalized to the max-
imum wave number that can be sam-
pled (Nyquist wave number)

Kq [l/mol] Quenching constant

Kr Φν/Φe, [lm/W] Radiation luminous efficiency

Ks Φν/P [lm/W] Lighting system luminous efficiency

KI [1] Indicator equilibrium constant

L [W/(m2sr)], [1/(m2sr)],
[lm/(m2sr)], [cd/m2]

Radiant (radiance) or luminous (lumi-
nance) flux density per solid angle

L Laplacian filter mask

L Laplacian operator

m [kg] Mass

m [1] Magnification of an optical system

m Feature vector

M [W/m2], [1/(s m2)] Excitant radiant energy flux density
(excitance, emittance)

Me [W/m2] Energy-based excitance

Mp [1/(s m2)] Photon-based excitance

M Feature space

n [1] Index of refraction

na [1] Numerical aperture of an optical sys-
tem

nf f/d, [1] Aperture of an optical system

n̄ [1] Unit vector normal to a surface

N Set of natural numbers: {0,1,2, . . .}
p [kg m/s], [W m] Momentum

p [N/m2] Pressure

pH [1] pH value, negative logarithm of pro-
ton concentration

Q [Ws] (joule), [lm s] Radiant or luminous energy

number of photons

Qs [1] Scattering efficiency factor

continued on next page
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Symbol Definition, [Units] Meaning

continued from previous page

r [m] Radius

rm,n rm,n =
[
m∆x,n∆y

]T
Translation vector on grid

r̂p,q r̂p,q =
[
p/∆x,q/∆y

]T
Translation vector on reciprocal grid

R Φ/s, [A/W] Responsivity of a radiation detector

R Box filter mask

R Set of real numbers

s [A] Sensor signal

T [K] Absolute temperature

t [s] Time

t [1] Transmittance

u [m/s] Velocity

u [m/s] Velocity vector

U [V] Voltage, electric potential

V [m3] Volume

V(λ) [lm/W] Spectral luminous efficacy for pho-
topic human vision

V ′(λ) [lm/W] Spectral luminous efficacy for sco-
topic human vision

w e2π i

wN exp(2π i/N)
x

[
x,y

]T , [x1, x2]T Image coordinates in the spatial do-
main

X [X, Y , Z]T , [X1, X2, X3]T World coordinates

Z, Z+ Set of integers, positive integers



C Compilation of all Exercises

C.1 Exercises for Chapter 1

Exercise 1.2
Figure 1.13 contains a systematic summary of the hierarchy of image process-
ing operations from illumination to the analysis of objects extracted from the
images taken. Investigate, which of the operations in this diagram are required
for the following tasks.

1. Measurement of the size distribution of color pigments (Section 1.2.1, Fig. 1.1c)

2. Detection of a brain tumor in a volumetric magnetic resonance tomography
image (Section 1.2.2, Fig. 1.5) and measurement of its size and shape

3. Investigation of the diurnal cycle of the growth of plant leaves (Section 1.2.3,
Fig. 1.6)

4. Character recognition (OCR): Reading of the label on an integrated circuit
(Section 1.2.4, Fig. 1.10a)

5. Partitioning of galaxies according to their form and spectrum into different
classes (Section 1.2.4, Fig. 1.12)

Exercise 1.3

1. Which other sciences contribute methods that are used in digital image process-
ing?

2. Which areas of science and technology use digital image processing tech-
niques?

Exercise 1.4
In Section 1.7 we discuss the components of a digital image processing system.
Try to identify the corresponding components of a biological vision system.
Is there a one-to-one correspondence or do you see fundamental differences?
Are there biological components that are not yet realized in computer vision
systems and vice versa?

Exercise 1.5
In digital image processing significantly larger amounts of data are required to
be processed as this is normally the case with the analysis of time series. In
order to get a feeling of the amount of data, estimate the amount of data that
is to be processed in the following typical real-world applications.

1. Water wave image sequences. In a wind/wave facility image sequences are
taken from wind waves at the surface of the water (Section 1.2.3, Fig. 1.8). Two
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camera systems are in use. Each of them takes image sequences with a spatial
resolution of 640× 480 pixel, 200 frames/s and 8 bit data resolution. A
sequence of measurements runs over six hours. Every 15 minutes a sequence
of 5 minutes is taken simultaneously with both cameras. How large is the data
rate for real-time recording? How much data needs to be stored for the whole
six hour run?

2. Industrial inspection system for laser welding. The welding of parts in an
industrial production line is inspected by a high-speed camera system. The
camera takes 256× 256 large images with a rate of 1000 frames/s and a
resolution of 16 bit per pixel for one second in order to control the welding
of one part. One thousand parts are inspected per hour. The production line
runs around the clock and includes six inspection places in total. Per hour
1000 parts are inspected. The line runs around the clock and includes six
inspection places. Which amount of image data must be processed per day
and year, respectively?

3. Driver assistance system. A driver assistance system detects the road lane
and traffic signs with a camera system, which has a spatial resolution of
640× 480 pixel and takes 25 frames/s. The camera delivers color images
with the three color channels red, green, and blue. Which rate of image data
(MB/s) must be processed in real time?

4. Medical volumetric image sequences. A fast computer tomographic sys-
tems for dynamic medical diagnosis takes volumetric images with a spatial
resolution of 256× 256× 256 and a repetition rate of 10 frames/s. The data
are 16 bit deep. Which rate of data (MB/s) must be processed?

C.2 Exercises for Chapter 2

Exercise 2.6

Compute the relative brightness resolution ∆g′/g′ caused by Digitalization
(∆g′ = 1) of an image sensor with a logarithmic response of the form

g′ = a0 + a1 logg

and a contrast range of six decades for 8 and 10 bit resolution. The minimum
gray value g is mapped to g′ = 0 and the 1106 times higher maximum gray
value to either g′ = 255 or g′ = 1023.

Exercise 2.11

Prove the shift theorem (Theorem 2.3, p. 54) of the Fourier transform.

Exercise 2.12

Compute the Fourier transform of the following functions in the spatial domain
using the Fourier transform pairs listed in�R5 and�R6 and the basic theorems
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of the Fourier transform (Section 2.3.4 and �R4):

a)
1√

2πσ
exp

(
− x

2

2σ 2

)

b)
1

2πσxσy
exp

(
− x

2

2σ 2
x
− y2

2σ 2
y

)

c) cos2(k0x), sin2(k0x)

d) Λ(x) =
{

1− |x| |x| ≤ 1

0 sonst
(triangle function)

e) cos(k0x) exp

(
− (x − x0)2

2σ 2

)
(wave packet)

With some functions, different ways to compute the Fourier transform are pos-
sible. Carefully list all steps of your solution and indicate, which theorems you
used.

Exercise 2.13

With this exercise, it is easy to get acquainted with the 1-D discrete Fourier
transform.

1. Compute the basis functions of the DFT for vectors with 4 and 8 elements.

2. Compute the Fourier transform of the vector [4 1 2 1]T

3. Compute the Fourier transform of the vector [1 4 1 2]T to see how the shift
theorem (Theorem 2.3, p. 54) works.

4. Compute the Fourier transform of the vector [4 0 1 0 2 0 1 0]T to see how
the discrete similar theorem (Theorem 2.2, p. 53) works.

5. Convolve the vector [4 1 2 1]T with [2 1 0 1]T /4 and compute the Fourier
transform of the second vector and of the convolved vectors to see how the
discrete convolution theorem (Theorem 2.4, p. 54) works.

Exercise 2.14

While almost all theorems of the continuous FT can easily be transferred to
the discrete FT (compare �R4 to �R7), there are problems with the derivation
theorem because the derivation can only be approximated by finite difference
in a discrete space. Prove the theorem for the symmetric finite difference for
the 1-D DFT

(gn+1 − gn−1)/2◦ • i sin(2πv/N)ĝv
and show why this theorem is an approximation to the derivation theorem of
the continuous FT.

Exercise 2.15

Which functions are invariant to the continuous Fourier transform, i. e., do not
change their form except for a scaling factor? (Hint: check �R6 in the reference
part of the book.) Do these invariant Fourier transform pairs have a special
importance for signal processing?
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Exercise 2.16

Prove the following symmetry relations for Fourier transform pairs:

Spatial domain Fourier domain

Hermitian g(−x) = g	(x) real: ĝ	(k) = ĝ(k)
real g	(x) = g(x) Hermitian: ĝ(−k) = ĝ	(k)
real and even real and even

real and odd imaginary and odd

separable: g(x1)h(x2) separable: ĝ(k1)ĥ(k2)

rotational symmetric g(|x|) rotational symmetric ĝ(|k|)

Exercise 2.17

Does a Radix-3 FFT algorithm have the same order O(N ldN) as Radix-2 and
Radix -4 algorithms? Are more or less numbers of computational steps neces-
sary?

Exercise 2.18

In Section 2.5.7 we discussed a method how the Fourier transform of a real
image can be computed efficiently. Another method is possible. It is based on
the same decomposition principle as the radix-2 FFT algorithm (Section 2.5.2,
Eq. (2.86)). The real vector is partitioned into two. The even-numbered points
are thought to be the real part of a complex vector. From this vector, the Fourier
transform is computed. Show how the Fourier transform of the real vector can
be computed from the Fourier transform of the complex vector. (This method
has the significant advantage that it can also be applied for a single real vector
in contrast to the method described in Section 2.5.7.)

C.3 Exercises for Chapter 3

Exercise 3.2

An image sensor receives a spatially and temporally constant irradiation. Dur-
ing the exposure time 9 and 100 charge units are generated in the mean. We
further assume that the sensor is ideal, i. e., the electronic circuits produce no
additional noise.

1. Compute the absolute standard deviation and the relative standard deviation
(σ/µ) for both cases

2. How much does the Poisson distribution deviate from the normal distribution
with the same variance?
Answer this question by computing the probability density functions for the
values µ −nσ with n ∈ {−3,−2,−1,0,1,2,3}.
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Exercise 3.3

The Binomial distribution B(Q,1/2) converges for increasing Q quickly to the
normal distribution. Check the statement by comparing all values of the bino-
mial distributions B(4,1/2) and B(8,1/2) to the normal distribution with equal
mean and variance.

Exercise 3.4

A random variable (RV) has a uniform probability density function (PDF) in the
interval between g and g+∆g. The PDF is zero outside of this interval. Compute
the mean and variance of this RV.

Exercise 3.5

Let g1 and g2 be two uncorrelated RVs with zero mean (µ = 0) and variance
σ 2 = 1. Compute the PDF, mean and variance of the following RVs:

1. h = g1 + g2

2. h = ag1 + b (a and b are deterministic constants)

3. h = g1 + g1

4. h = g2
1

5. h =
√
g2

1 + g2
2 (Magnitude of vector

[
g1 g2

]T
)

6. h = arctan(g2/g1) (Angle of vector
[
g1 g2

]T
)

Exercise 3.6

Let g be a RV with mean g and variance σ 2
g . The PDF is unknown. Compute, if

possible, the variance and the relative error σh/h of the following RVs h assum-
ing that the variance is small enough so that the nonlinearity of the following
functions is negligible:

1. h = g2

2. h = √g
3. h = 1/g
4. h = ln(g)

Exercise 3.8

In Section 3.4.5 we discussed a simple linear noise model for imaging sensors,
which proved worthwhile. You have two cameras at hand with the following
noise characteristics:

Camera A σ 2 = 1.0+ 0.1g

Camera B σ 2 = 2.5+ 0.025g

Both cameras deliver digital signals with 12-bit resolution. Thus gray values g
between 0 and 4095 can be measured. Both cameras have a quantum efficiency
of 0.5. Which of the two cameras is better suited for the following tasks:

1. Measurement of high gray values with the best possible relative resolution

2. Measurement of the smallest possible irradiation.
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In order to decision correctly, compute the standard deviation at the highest
digital gray value (g = 4095) and at the lowest value (dark image, g = 0). Further
compute the number of photons that are equal to the standard deviation of the
dark image.

Exercise 3.9

A line sensor has five sensor elements. In a first post processing step, the signals
of two neighboring elements are averaged (so called running mean) According
to Section 3.3.3 this corresponds to the linear transform

h = 1
2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0 0 0

0 1 1 0 0

0 0 1 1 0

0 0 0 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
g.

Compute the covariance matrix of h assuming that g is a vector with 5 uncor-
related RVs with equal variance σ 2. Also compute the variance of the mean of
h ((h1 + h2 + h3 + h4)/4) and compare it with the variance of the mean of g
((g1 + g2 + g3 + g4 + g5)/5). Analyze the results!

C.4 Exercises for Chapter 4

Exercise 4.2

Examine the following 1-D convolution masks:

a) 1/4[1 2 1]

b) 1/4[1 0 2 0 1]

c) 1/16[1 2 3 4 3 2 1]

d) 1/2[1 0 − 1]

e) [1 − 2 1]

f ) [1 0 − 2 0 1]

Answer the following questions:

1. Which symmetry do these convolution masks show?

2. Compute the transfer functions. Try to obtain the simplest possible equation
by using trigonometric identities for half and double angles.

3. Check the computed transfer functions by applying the masks to a constant
gray value structure (k̃ = 0)

. . . 1 1 1 1 1 1 . . . ,

a gray value structure with the maximal possible wave number (k̃ = 1)

. . . 1 − 1 1 − 1 1 − 1 1 . . .
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and a step edge

. . . 0 0 0 0 0 1 1 1 1 1 . . . .

Exercise 4.3

Answer the same questions as in Exercise 4.2 for the following 2-D convolution
masks:

a)
1

16

⎡
⎢⎢⎢⎢⎣

1 2 1

2 4 2

1 2 1

⎤
⎥⎥⎥⎥⎦ , b)

1
8

⎡
⎢⎢⎢⎢⎣

1 2 1

0 0 0

−1 −2 −1

⎤
⎥⎥⎥⎥⎦ ,

c)
1
4

⎡
⎢⎢⎢⎢⎣

1 2 1

2 −12 2

1 2 1

⎤
⎥⎥⎥⎥⎦ , d)

1
4

⎡
⎢⎢⎢⎢⎣

1 0 −1

0 0 0

−1 0 1

⎤
⎥⎥⎥⎥⎦ .

Check if the masks are separable or can be composed in another way from the
1-D convolution masks of Exercise 4.2. This saves you a lot of computational
work!

Exercise 4.4

Show by applying the convolution masks a) and d) from Exercise 4.2 to a step
edge

. . . 0 0 0 0 0 1 1 1 1 1 . . .

that convolution is commutative and associative.

Exercise 4.5

Also for filters with an even number of coefficients (2R), it is possible to define
filters with even and odd symmetry if we imagine the convolution result is put
on an intermediate grid. The convolution mask can be written as

[h−R, . . . , h−1, h1, . . . , hR].

The reference part (�R11) gives the equations for the transfer functions of these
masks.

1. Prove these equations by applying a shift of half a grid distance to the general
equation for the transfer function Eq. (4.23).

2. Compute the transfer functions of the two elementary masks [1 1]/2 (mean
of two neighboring points) and [1 −1] (difference of two neighboring points).

Exercise 4.6

Examine how the transfer function of a convolution mask with (2R + 1)-coeffi-
cients changes if you change the coefficients in the following way:

1. Complimentary filter
h′n = δn − hn

Example: [1 1 1]/3 change to [−1 2 − 1]/3
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2. Partial sign change

h′n =
{
hn n even

−hn n odd

Example: [1 2 1]/4 changes to [−1 2 − 1]/4
3. Streching

h′n =
{
hn/2 n even

0 n odd

Example [1 2 1]/4 changes to [1 0 2 0 1]/4

Exercise 4.7

Does an inverse operator exist for the following convolution operators?

a) 1/6[1 4 1]

b) 1/4[1 2 1]

c) 1/3[1 1 1]

Are these inverse operators again a convolution operator? (see Section 4.4.2) If
yes, do they have a special structure?

Exercise 4.8

Compute the autocovariance vector of an uncorrelated time series with constant
variance σ 2 for all elements that have been convolved with the filters a), d), and
e) from Exercise 4.2. Analyze the results, especially for the variance of the
convolved time series.

Exercise 4.11

1. Which of the following recursive filters (Section 4.5) are stable?

a) g′n = −1/4g′n−1 + 5/4gn

b) g′n = 5/4g′n−1 − 1/4gn

c) g′n = −1/4g′n−2 + 3/4gn

d) g′n = −5/4g′n−2 − 1/4gn

Answer this question by computing the point spread function.

2. Compute the transfer functions of these filters.

Exercise 4.12

Physical systems can be regarded as implementations of recursive filters. Com-
pute the point spread function (impulse response) and transfer function of the
following physical systems:

1. A cascaded electric lowpass filter consisting of two stages each with a resistor
R and a capacity C .

2. A spring pendulum with a mass m, a spring constant D (K = Dx) and a
friction coefficient k (K = kdx/dt).
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Exercise 4.13
Design a bandpass filter with the following properties:

1. The pass-through wave number should be k̃ = 0.5.

2. The bandwidth of the pass-through range should be adjustable.

The filter should be implemented both as a recursive and a non-recursive filter.
(Hint: Take the filter [-1 0 2 0 1]/4 as a starting point for the non-recursive
implementation. How can you use this filter to obtain a smaller bandwidth?)

C.5 Exercises for Chapter 5

Exercise 5.2
The first papers about pyramids from Burt and Adelson [20] and Burt [19] used
smoothing filters with 5 coefficients, e. g., the filters

[1 4 6 4 1]/16, [1 2 3 2 1]/9.

These filters were first applied in horizontal direction and then in vertical di-
rection.

1. Do these filters meet the condition expressed by Eq. (5.7) that the transfer
function should be zero for k̃1 > 1/2 or k̃2 > 1/2?

2. Is it possible at all that a filter with finite point spread function can meet this
condition exactly?

Exercise 5.3
The Laplacian pyramid could also be constructed according to the following
scheme as an alternative to Eq. (5.10):

L(p) = G(p) − BG(p), G(p+1) =↓2 BG(p), L(P) = G(P).
The smoothed pth level of the Gaussian pyramid is simply subtracted from
itself without applying a downsampling. A downsampling is only applied to
compute the (p + 1)th level of the Gaussian pyramid.

1. Determine the equation that is aquivalent to Eq. (5.11) in order to reconstruct
the Gaussian pyramid from the Laplacian pyramid.

2. Do you see any advantage or disadvantage with this scheme as compared to
the scheme described by Eqs. (5.10) and (5.11)?

Exercise 5.4
One problem of conventional pyramids is that the size decreasing in every direc-
tion by a fixed factor of two. Some applications call for a finer scale resolution.
How could you generate a pyramid where the size in both directions decreases
not by a factor of two but by a factor of

√
2? (Hint: You need to find a scheme

that selects only every second pixel from a 2-D image.)

Exercise 5.6
A discrete scale space should be constructed using box filters (running average)
with increasing filter length. The filter length determines the scale parameter
ξ = 2R + 1. Answer the following questions:
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1. Is the minimum-maximum principle met?

2. Is this scale space scale invariant, i. e., does it meet the semi-group property

R(ξ1)R(ξ2) = R(ξ1 + ξ2)?

C.6 Exercises for Chapter 6

Exercise 6.1

Which radiometric quantities describe the following processes:

1. the total radiometric energy emitted by a light source,

2. the radiometric power emitted by a light source per area and solid angle,

3. the radiometric energy received per area and time by an imaging sensor, and

4. the radiometric energy received per area and during an exposure time by an
imaging sensor?

Exercise 6.2

A light source is mounted on a plane area and emits 1 W of radiometric power
isotropically into the hemisphere. Which fraction of this power is received by
a 10× 10µm2 imaging sensor element at a distance of 1 m? How large is the
irradiance of the sensor element?

Exercise 6.3

Can pure (monochromatic) colors be produced by additive mixing of the three
colors red, green, and blue?

Exercise 6.4

Imagine a color sensor with three channels, red, green, and blue, that has either
a spectral sensitivity corresponding to line sampling (Fig. 6.3a) or to band sam-
pling (Fig. 6.3b) in Section 6.2.3. For each of the two sensor types, indicate at
least three spectral distributions, which should be as different as possible from
each other, that result in the same color perception.

Exercise 6.5

Why do we perceive the color changes from red over yellow, green, and blue back
to red again on a color circle as a continuous transition without discontinuities?
Physically there is a discontinuity in the wavelength if we go from blue to red.

Exercise 6.6

Which parameters of the radiation emitted by an object and received by a camera
can tell us about features of the observed object?

Exercise 6.7

How many photons are received by a 10× 10µm2 image sensor element that is
irradiated with E = 0.1 mW/cm2 (about 1/1000 of the irradiation of direct sun
light) for 1 ms? (Hint: the solution requires the Planck constant h, which has a
value of 6.626 · 10−34 Js.)
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C.7 Exercises for Chapter 7

Exercise 7.1

1. What is the relation between object and image coordinates for a pinhole cam-
era?

2. What geometric object is the image of a straight line with the points A and
B, a triangle with the points A, B, and C, and of a planar and nonplanar
quadrangle?

3. Assume that you know the length of the straight line and the position A of
one of the end points in world coordinates. Is it then possible to determine
the second end point B from the image coordinates a and b?

Exercise 7.2

Can the imaging with penetrating x-rays that emerge from a single point and
are measured at a projection screen also be described by projective imaging?
The object is now located between the x-ray source and the projection screen.
How is the relation between image and world coordinates in this case? Prepare
a sketch of the geometry.

Exercise 7.3

Is it possible to limit the depth of field with x-ray imaging? Hint: You cannot
use any lens with x-rays. The depth of field is related to the fact that the lens
collects rays from a point of the object that are going into a range of directions.
How can this principle be used with a non-imaging system? The object to be
inspected does not move.

Exercise 7.4

You are facing the following problem. An object should be measured with the
maximum possible depth of field. The illumination conditions, which you can-
not change, limit the aperture nf to a maximum value of 4. The object has an
extension of 320× 240 mm2 and must fill the whole image size when imaged
from a distance of 2.0 ± 0.5 m. Two cameras with a resolution of 640× 480
pixels are at your disposal. The pixel size of one camera is 9.9× 9.9µm2, that
of the other camera 5.6× 5.6µm2 (�R2). You can use any focal length f of the
lens. Questions:

1. Which focal length do you select?

2. Which of the two cameras delivers the larger depth of field?

Exercise 7.5

At which aperture nf is the diffraction-limited resolution equal to the size of
the sensor element? Use 4.4× 4.4µm2 and 6.7× 6.7µm2 large sensor elements.
What happens at larger nf values?



596 C Compilation of all Exercises

C.8 Exercises for Chapter 8

Exercise 8.2

Estimate how well the human vision system can estimate depth. Assume the
focal length of the eye to be 17 mm and the stereo basis to be 65 mm. Answer
the following questions:

1. At which distance is the parallax equal to the spatial resolution of the eye?
Assume that the eye is a diffraction-limited optical system (Section 7.6.3) with
an aperture of 3 mm.

2. How large is the standard deviation of the depth estimate at 0.5 m and 5 m
distance if we assume that the standard deviation of the measurement of the
parallax is a quarter of the spatial resolution of the eye?

Exercise 8.5

In practical applications it is often required to carry out a tomography with as
few as possible projections. Imagine that the angle intervals become larger and
larger. Discuss what happens by using a point object with Gaussian shape and
the standard deviation σ :

1. When do artifact commence and how do they look like?

2. Where do these artifacts occur first?

3. What do you conclude from these observations: is the resolution of a tomo-
graphic system position independent?

Exercise 8.6

With special classes of objects, it is possible to apply tomographic techniques
with only a few projections. Examine the following examples and determine
how many projections are required for a complete reconstruction:

1. An arbitrary rotationally symmetric object.

2. An arbitrarily formed object without holes (only one surface) consisting of a
homogeneous material.

3. Few small objects that do not superimpose each other in any projection. You
only want to determine the center of gravity of thesse objects and their vol-
ume.

C.9 Exercises for Chapter 9

Exercise 9.4

What happens with the discrete Fourier transform of a 1-D signal g if you use
only every second point of the signal? Try to express a discrete sampling theo-
rem for this case and prove it. Compare it with the theorem for sampling of a
continuous signal.
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C.10 Exercises for Chapter 10

Exercise 10.5

Lookup tables can be used for fast computation of homogeneous point oper-
ations. Determine the equations for the computation of lookup tables for the
following point operations. The images have Q = 2P discrete values. Also
answer the question whether the point operation can be inverted.

1. Negative image (white becomes black and vice versa)

2. A lookup table that indicates the underflow and overflow of gray values. Un-
derflow should be marked in blue, overflow in red. Hint: color output requires
three lookup tables, one each for red, green, and blue (additive color mixing).

3. Contrast enhancement: a small range of S gray values should be mapped to
the full gray value range of 2P gray values.

Exercise 10.6

With lookup tables nonlinear calibration curves can be corrected.

1. Write down the complete lookup table for the following calibration curve:

g′ = a0 + a1g + a2g2,

where a0 = 0, a1 = 0.7, and a2 = 0.02 with 16 different gray values (4 bit,
gray values 0 to 15). Please note that there are different possibilities for
rounding: a) truncation (next lower integer) and b) round-to-nearest (integer
that is closest to the floating point number).

2. What types of errors are caused by rounding?

3. How are the rounding errors reduced if the sensor digitizes the signal g in-
ternally with 6 bits (gray values 0 to 63) and outputs g′ as 4-bit values? Write
down a modified lookup table that covers this case.

Exercise 10.7

Dyadic functions (functions with two input values) can efficiently be computed
with lookup tables.

1. Determine the equations to compute a lookup table that computes the polar
coordinates form Cartesian coordinates with P bits resolution:

r = (x2 +y2)1/2, φ = (2(P−1)/π) arctan(y/x)

2. How many elements has the lookup table?

Exercise 10.12

A cosine signal is sampled either four or eight times per wavelength. Which
signal form is generated when a continuous signal is reconstructed from these
sampled signals by either linear or cubic interpolation?
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C.11 Exercises for Chapter 11

Exercise 11.3

Box filter were discussed in detail in Section 11.3. Answer the following ques-
tions:

1. Why are box filters bad smoothing filters? List all reasons!

2. Do the bad features improve if you apply the filters several times? Take the
3× 3 box filter as an example.

3. What is the resulting filter if you apply the box filter many times to an image?

Exercise 11.4

A filter should be designed with a small mask and optimal smoothing properties.
Use a mask with 3 coefficients: [α,β, γ]. The filter should have the following
properties:

a) Preservation of the mean value

b) No shift of gray value structures

c) Structures with the largest possible wave number should vanish

Questions and tasks:

1. Are the filter coefficients α, β and γ determined uniquely?

2. Compute the transfer function of the filter

3. Which constraints are imposed to a filter with five coefficents [α,β, γ, δ, ε]?
4. Compute the transfer function of the filter.

5. Which values can the remaining free parameter take so that the transfer func-
tion remains monotonically decreasing for all wave numbers?

6. Which coefficients have the corresponding filter masks for the limiting val-
ues?

Exercise 11.5

Examine the number of computations (additions and multiplications) for several
methods to convolve an image with the following 2-D smoothing mask:

B4 = 1
256

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 4 6 4 1

4 16 24 16 4

6 24 36 24 6

4 16 24 16 4

1 4 6 4 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and with the equivalent 3-D mask

1
16

[
B4,4B4,6B4,4B4,B4

]
z
.

1. Computation without any optimization directly using the convolution equa-
tion
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2. Avoiding any unnecessary multiplications by making use of the fact that many
coefficients have the same value.

3. Decomposition into 1-D masks

4. Decomposition of the 1-D masks into the elementary mask 1/2[1 1]

5. Do you have any other ideas for efficient computation schemes?

Exercise 11.6

1. Prove that it is not possible to improve the signal-to-noise ratio for a arbitrary
single wave number with a linear smoothing filter H . (Hint: write the image
G as a sum of the signal part S and the noise part N.)

2. Assume white noise (equally distributed over all wave numbers), but a spec-
trum of the signal that is only equally distributed up to half of the maximum
wave number. Is it now possible to improve the signal-to-noise ratio inte-
grated over all wave numbers? What is the shape of the transfer function
that optimizes the signal-to-noise ratio?

Exercise 11.7

Prove Equation (11.12) for the transfer function of the 1-D box filter. (Hint:
there are at least to ways to do this. One is to write the transfer function that
it can be seen as a geometric sequence a0(1+q+q2 + . . .+qn−1) with the sum
a0(qn − 1)/(q − 1). The other solution is based on the recursive computation
of the box filter given by Eq. (11.15).)

Exercise 11.8

A simple adaptive smoothing filter that reduces smoothing at edges has the
following form:

(1−α)I +αB = I +α(B− I),
where α ∈ [0,1] depends on the steepness of the edge, e. g. α = γ2/(γ2 +∣∣∇g∣∣2) Answer the following questions assuming that B is a 3× 3 binomial
filter:

1. Explicitly compute the nine coefficients of the adaptive 3× 3-Filters as a func-
tion of α.

2. Compare the computational effort of this direct implementation of the adap-
tive filter with the implementation as a steerable filter. Do not take into
account the effort to compute α.

C.12 Exercises for Chapter 12

Exercise 12.3

These are often used first-order difference filters in x direction:

a)
1
2

[
1 0 −1

]
, b)

1
6

⎡
⎢⎢⎢⎢⎣

1 0 −1

1 0 −1

1 0 −1

⎤
⎥⎥⎥⎥⎦ , c)

1
8

⎡
⎢⎢⎢⎢⎣

1 0 −1

2 0 −2

1 0 −1

⎤
⎥⎥⎥⎥⎦ ,
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1. Compute the transfer functions of the three filters!

2. Compare and describe the properties of the three filters!

3. Which filter is most suitable for edge detection? Argue for your choice!

Exercise 12.4

Why is the first-order difference filter

[1 − 1] ,

⎡
⎢⎣ 1

−1

⎤
⎥⎦

a bad filter to compute the 2-D gradient and for detection of edges?

Exercise 12.5

Robert suggested the filter⎡
⎢⎣ 1 0

0 −1

⎤
⎥⎦

⎡
⎢⎣ 0 1

−1 0

⎤
⎥⎦

to compute the 2-D gradient and to detect edges.

1. In which directions do these filters detect edges?

2. Compute the transfer function of these filters

3. Compare the quality of this filter with the filter from Exercise 12.4

Exercise 12.6

Here are some unknown filters

a)
1
8

[
1 2 0 −2 −1

]
, b)

1
8

[
1 0 −2 0 1

]
,

c)
1
3

⎡
⎢⎢⎢⎢⎣

1 1 1

1 −8 1

1 1 1

⎤
⎥⎥⎥⎥⎦ , d)

1
2

⎡
⎢⎢⎢⎢⎣

0 −1 0

−1 −6 −1

0 −1 0

⎤
⎥⎥⎥⎥⎦

to be analyzed.

1. Compute the transfer function of these filters!

2. Are these difference filters of first or second order?

3. How do they compare to the filters described in this chapter?

Exercise 12.7

Use all necessary properties for a second-order difference filter to show that
there can be only one such filter with three coefficients ([α βγ]). If a filter has
five coefficients, one free parameter remains. What are the coefficients of this
filter and what is its transfer function if you apply the additional constraint that
the filter should eliminate structures with the highest wave numbers (ĥ(1) = 0)?
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Exercise 12.8

Isotropy of filters plays a large role in image processing. Smoothing filters
should smooth fine structures equally in all directions and derivative filters
should detect edges in all directions equally well. Examine the isotropy of the
simple gradient filter

Dx = 1/2 [1 0 − 1] , Dy = 1/2

⎡
⎢⎢⎢⎢⎣

1

0

−1

⎤
⎥⎥⎥⎥⎦

by expanding the two transfer functions in a Taylor series up to third order in
th wave number. Hint: Isotropy means that the magnitude of the gradient is
the same in all directions and that the direction of the gradient is computed
correctly. (Section 12.4.2). The computation is easier if you express the wave
numbers in polar coordinates: k1 = k cosϕ,k2 = k sinϕ.

C.13 Exercises for Chapter 13

Exercise 13.3

Explain the difference between orientation and direction and give at least one
example for a vectorial image processing operator that constitute either a di-
rectional vector or an orientation vector.

Exercise 13.4

1. Why is it required to average the components of the structure tensor over a
certain neighborhood (Eqs. (13.8) and (13.17))? Or asked the other way round:
which information would the structure tensor deliver without averaging?

2. Do you know any tensorial image processing operators that require no aver-
aging?

Exercise 13.5

In Section 13.3 we discussed in detail that with an ideally oriented structure the
structure tensor is only of rank one. It is easy to compute the orientation vector
(amplitude and angle of the structure), and the coherency is one. How does the
structure tensor look like, if two ideally oriented structures with different direc-
tions superimpose? Without limitation of generality you can assume that the
two structures are oriented with an angle ±θ/2 to the x axis. Let the amplitude
be different. You can assume a sinusoidal signal.

1. Which orientation angle is computed by the structure tensor?

2. Which value has the coherency?

3. Analyze the results!

Exercise 13.7

1. Which general conditions are required for a convolution mask that should be
a Hilbert filter over a certain range of wave numbers?
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2. Can an ideal Hilbert filter, i. e., a filter that has the ideal transfer function of
a Hilbert filter for all wave numbers, be realized by a convolution mask with
a a finite number of coefficients?

3. Is it possible to realize an ideal Hilbert filter with a recursive filter?

Exercise 13.9

Local phase, amplitude, and wave numbers are features that are suitable to
describe local properties of signals. Compute these three features for the fol-
lowing simple 1-D signals using the Hilbert transform

1. sine wave: a0 sinkx,

2. sine wave with harmonics: a0 sinkx + a1 sin 2kx with a1 � a0, and

3. Superposition of two sine waves with equal amplitude and nearly equal wave
numbers:
a sin[(k+∆k/)2x]+ a sin[(k−∆k/)2x] with ∆k� k

Analyze the computed results!

Exercise 13.11

Is the simple filter pair

[−1 0 2 0 − 1] /4 and [1 0 − 1] /2

a useful quadrature filter pair?

1. Compute the transfer function of both filters.

2. Compute the phase difference between the two filters.

3. Compare the amplitudes of both transfer functions.

C.14 Exercises for Chapter 14

Exercise 14.3

With accelerated motion, the continuity equation of the optical flow can be ex-
tended as follows:

(f + at)∇g + gt = 0

1. Formulate the overdetermined linear equation system for the optical flow f
and the acceleration a (4 parameters in 2-D images) with an approach similar
to that in Section 14.3.2.

2. Show that it is impossible to determine the acceleration if the sequence con-
tains only two images.

Exercise 14.4

The second-order differential method determines optical flow without further
averaging from Eq. (14.74). At which gray value structures it is possible to
determine optical flow from Eq. (14.74) without ambiguity? Does this cover all
types of second-order gray value structures at which it is principally possible
to determine the complete optical flow vector?



C.15 Exercises for Chapter 15 603

C.15 Exercises for Chapter 15

Exercise 15.4

Which features are suitable for texture analysis? Try to list the features in a
systematic way starting from the simplest possible feature such a the mean
gray value and continuing to more and more complex textures. Briefly explain
your approach!

Exercise 15.5

Which types of texture can be differentiated with the structure tensor and which
types cannot? (Hint: Use examples of patterns leading to the same features to
explain which textures cannot be distinguished by the structure tensor.)

Exercise 15.6

Show which of the listed texture features is invariant under a change of the
scale, rotation, and a change of the brightness of the image:

1. Variance operator: (G− BG)2
2. Local gray value histogram computed in a certain neighborhood

3. Local histogram of the first-order derivative in x direction

4. Magnitude of the gray value gradient

5. Angle of the orientation vector

6. Coherency of local orientation

7. Variance of the angle of the orientation vector

Is it possible to make the features, which depend on the brightness of the image,
invariant against brightness changes? If yes, how?

C.16 Exercises for Chapter 16

Exercise 16.3

All segmentation methods are faced with the problem of systematic errors. As-
sume that an image contains objects with different, but constant brightness.
The background has a constant brightness h. For the following computations
it is sufficient to use two objects with brightnesses g1 and g2. The objects have
a width l > 5 and are convolved by a rectangular point spread function with
5 pixel width during the image acquisition process. The image signal contains
an additive zero mean white noise with a variance σ 2. Three segmentation
approaches are available:

P Pixel-based segmentation with a constant global threshold at the brightness
level t,

G Edge-based segmentation on the base of first-order derivative filters. The
edge position is given by the maximum value of the magnitude of the gradient.

L Edge-based segmentation on the base of second-order derivative filters. The
edge position is given by zero crossings of the Laplacian operator.

Answer the following questions for the three segmentation methods:
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1. Which brightness difference is required in order to distinguish the objects
from the background in a statistically significant way? The difference be-
tween thresholds and signal levels should be at least three times the standard
deviation σ of the noise.

2. Is it possible that one of the methods causes a systematic error in the size
of the object? If yes, compute the systematic error and compare it for the
different methods.

Exercise 16.4

Answer the same questions as for Exercise 16.3 with the following image model:
An object with a constant brightness g and an inhomogeneous background with
a quadratic change:

h = h0 + h1x + h2x2

(Hint: It is sufficient to discuss the problem in one dimension.)

C.17 Exercises for Chapter 17

Exercise 17.4

Study the regression of an image function by a plane with the least squares
technique discussed in Section 17.4.1:

d(x,y) = a0 + a1x + a2y

Questions:

1. Determine the overdetermined equation system (Gm = d).

2. Under which conditions does the overdetermined equation system result in
a unique least-squares solution? Discuss the properties of the matrix GTG,
which needs to be inverted. (Hint: it is easy to answer this question if you
diagonalize the symmetric matrix (principal coordinate system).)

3. Under which conditions are the parameters of the plane fit

m = [a0, a1, a2]T

statistically uncorrelated? (Hint: you need the covariance matrix ofm, which
is given by cov(m) = (GTG)−1σ 2 for statistically uncorrelated data d with an
equal variance σ 2.)

4. Solve the equation system explicitly for the case of 3× 3 = 9 data points on
a square grid with the distance ∆x that is centered at the origin. How does
the accuracy of the regression parameters m depend on the distance ∆x?

5. Can you express the estimate of the three regression parametersm = [a0, a1, a2]T

as convolution operations? If yes, compute the corresponding convolution
masks.

Exercise 17.5

Consider the following point spread functions for a 1-D blurring:

1. H = [1/3,1/3,1/3] (box mask)
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2. H = [1/4,1/2,1/4] (binomial mask)

3. H = [1/8,3/4,1/8]
Answer the following questions

• Is it possible to remove the blurring by inverse filtering?

• If yes, determine the transfer function of the inverse filter.

• If yes, determine the convolution mask of the inverse filter (Tip: series ex-
pansion).

Exercise 17.6

We assume that the image G′ is blurred by a convolution with the mask H
and denote the series of iteratively restored images with Gk. Three well-known
iteration schemes are

Van Cittert iteration:

G0 = G′, Gk+1 = G′ + (I −H)∗Gk
Stabilized VanCittert iteration:

G0 = H ∗G′, Gk+1 = H ∗G′ + (I −H ∗H)∗Gk
Regularized iteration:

G0 = H ∗G′, Gk+1 = H ∗G′ + (B−H ∗H)∗Gk
(I means the identity operator and B a smoothing mask.) Use the following
degradation masks

1. H = [1/3,1/3,1/3] (box mask)

2. H = [1/8,3/4,1/8]
to answer the following questions:

• Does the iteration converge?

• If yes, against which limit?

(Hint: The questions cans be answered easily in Fourier space!)

C.18 Exercises for Chapter 18

Exercise 18.2

Check if morphological erosion and dilation operators are commutative and
prove your conclusion! (Hint: If one of the operators is not commutative,
present a counter example.)

Exercise 18.6

Opening and closing are two of the most important morphological operators.

1. What happens if you apply an opening or a closing with the same structure
element several times?

2. What is the structure element for an opening operator that should remove all
horizontal lines with a width of only one pixel?
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Exercise 18.7

What kind of operation is performed if you

1. subtract an eroded binary image from the original binary image,

2. subtract the original binary image from a dilated image, and

3. subtract an eroded image from a dilated image?

What is different with these three combined morphological operators?

Exercise 18.8

Large convolution masks can often be decomposed into a number of smaller
masks and thus be performed much more efficiently. Is the same also possible
with morphological masks (structure elements)? Examine this question with the
following examples

1.

[1 1 1] and

⎡
⎢⎢⎢⎢⎣

1

1

1

⎤
⎥⎥⎥⎥⎦

2.

[1 1 1] and [1 0 0 1 0 0 1]

Exercise 18.9

The hit-miss operator can be used to detect objects with a specific form.

1. Show with some examples that the hit-miss mask

⎡
⎢⎢⎢⎢⎣
−1 −1 −1

−1 1 −1

−1 −1 −1

⎤
⎥⎥⎥⎥⎦

detects isolated pixels.

2. Which objects are extracted with the following two hit-miss masks?

[0 1 − 1] and [−1 1 0] ?

C.19 Exercises for Chapter 19

Exercise 19.1

Compute from the binary object on a square grid shown below the run-length
code, 4-neighborhood chain code, and 8-neighborhood chain code. Determine
how many bytes you need to store it in different codes.



C.19 Exercises for Chapter 19 607

Exercise 19.2

Compute directly from the codes in Exercise 19.1 the circumference of the ob-
ject. How many computational steps are required?

Exercise 19.3

Compute directly from the codes in Exercise 19.1 the area of the object. How
many computational steps are required?

Exercise 19.7

Two types of Fourier descriptors are available: Cartesian descriptors and polar
descriptors.

1. In which respects are these two descriptors different?

2. Are both descriptors suitable for all types of object contours?

Exercise 19.8

Cartesian Fourier descriptors are an important tool to describe contours be-
cause many geometrical features can easily be extracted from them. We as-
sume an object that is simply connected and thus has a single closed boundary.
Answer the follow questions:

1. How can you detect a line-like object? (Hint: a closed curve means that the it
runs from the starting point of the line to the end point and back again.)

2. How can you check for a symmetric object and determine its symmetry axis?

3. Can you determine the slope of a contour from the Fourier descriptors?

4. Can you smooth a contour using the Fourier descriptors?

Exercise 19.9

Cartesian Fourier descriptors are an important tool to describe contours be-
cause many geometrical features can easily be extracted from them. We as-
sume an object that is simply connected and thus has a single closed boundary.
Answer the follow questions:

1. How can you detect a line-like object? (Hint: a closed curve means that the it
runs from the starting point of the line to the end point and back again.)

2. How can you check for a symmetric object and determine its symmetry axis?

3. Can you determine the slope of a contour from the Fourier descriptors?

4. Can you smooth a contour using the Fourier descriptors?

Exercise 19.10

Researchers still argue whether Fourier descriptors or moments are the better
method to describe the shape of objects. What is your opinion? Investigate
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especially the question of various invariant shape descriptors and the question
how many parameters you need to describe a complex shape.

C.20 Exercises for Chapter 20

Exercise 20.2

Given below are some typical classification tasks. Compare them by answering
the following questions:

1. How many classes do the classification problems have?

2. Are the different classes clearly separated from each other or is there a po-
tential overlap?

3. Does a hierarchical class structure exist?

4. What could be potential features that are suitable to distinguish the different
classes?

Here are the classification tasks:

A Images were taken from bubbles, submerged into the water by breaking waves.
The goal is to measure the size distribution of the bubbles.

B The task is to distinguish tumor cells from healthy cells in microscopic cell
images.

C The task is to distinguish distant point-like objects into stars, galaxies, and
quasars using telescope images. The images were taken in 10 to 12 spectral
channels range from the visible to the near infrared.

D Optical character recognition (OCR): an automatic imaging system should
read numbers on forms automatically containing the numeric characters 0
to 9, the decimal point, and the plus and minus signs.

E The task is to generate land usage maps in order to distinguish building areas,
streets, forests, fields, etc.

Exercise 20.3

Compare the storage needs and the computational effort for the following clas-
sification tasks. Assume that you have 4 features with a resolution of 6 bits and
four known classes. The classification techniques are:

1. Lookup method

2. Box method

3. Method of minimal distance

4. Method of maximum likelihood
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D.1 General hints

In the ’Operators’ menu, you find all operators that are defined in heurisko. If
needed, they can be hidden in the menu ’Options’ ’Start options’ by ticking ’hide
implemented operators’. Operators that are defined in an active workspace,
are displayed in two groups, ’Util’ and ’User’. Operators in the ’User’ group
themselves call other operators. They do not require user input, facilitate the
control of commands, and are sufficient for the operation of workspaces. The
individual operators called by the User operators are accessible from the ’Util’
group, provided they are not hidden (for example if individual use of operators
is not intended). If these are started individually, usually input of parameters
is required.

To perform a particular exercise, load the Workspace with the menu item ’Open
and run’. In some cases this command also starts the exercise. In other cases,
you have to select the respective user operator from the ’User’ group. If further
input is necessary, the program will call you to do so.

In case you enter an incorrect command, heurisko issues an error message and
the execution of the Workspace is interrupted. You now have two possibilities
to proceed: One, press F4 to terminate the workspace execution. In this case,
you must restart the operator. This is the way we recommend in case errors
occur. Second, you may try to resume the Workspace execution with the F2 key.
However, this will not be successful in all cases. As the execution time of the
exercise workspaces is rather short, we recommend termination with F4.

The running workspaces sometimes provide information via dialogs. Please
watch also the output in the Output window and the text lines below the image
windows. Try the inspector operators available in the menu ’Inspector’ of each
of the image display windows.

Frequently, input of parameters via sliders is required. As in some cases the pa-
rameters are calling intensive computations it is recommended to start moving
the slider cautiously until you are familiar with the reaction of the slider. This
is very much influenced by the performance of your computer.

As heurisko makes intensive use of image display, a minimum resolution of
1024 x 768 is highly recommended. The arrangement of the windows as pro-
grammed in the workspaces is optimized for this high resolution. However, it
is also possible to work with a resolution of 800 x 600 and move the windows
if necessary. Usually, gray value images are processed; see the image collection
in the folder images\grayscale. A number of workspaces use also color images
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(folder images\color), image sequences (folder images\sequences) and volume
images (folder images\volumetric).

D.2 Computer exercises for Chapter 1

Exercise 1.1

Interactive viewing and inspection of all image sequences and volumetric images
used throughout this textbook (dip6ex01.01).

D.3 Computer exercises for Chapter 2

Exercise 2.1

Resolution of digital images. With the resolve() operator, the number of im-
age points can be adjusted interactively (dip6ex02.01).

Exercise 2.2

Quantization of digital images. With the quant() operator, the number of bits
to determine the quantization levels can be interactively adjusted (dip6ex02.02).

Exercise 2.3

Interactive demonstration of the context-dependent brightness perception of
the human visual system. One half of the background of an image is dark,
the other half bright. A bright rectangle is located in both dark halves of the
image. Using the operator lumcontext(), we try to adjust the gray value of the
rectangle in the dark part of the image to the identical value of the rectangle in
the bright part of the image (dip6ex02.03).

Exercise 2.4

Interactive experiment to determine the contrast resolution of the human visual
system. The operator lumres() is used to adjust the gray value of a rectangle
to the gray value of the background (dip6ex02.04).

Exercise 2.5

Interactive adjustment of the gamma value using the operator gamma() to ob-
serve the effect on the image (dip6ex02.05).

Exercise 2.7

Interactive demonstration of the partitioning of an image into periodic patterns,
i. e., the basis functions of the Fourier transform by means of the operators
dft() and idft() (dip6ex02.06).

Exercise 2.8

Interactive tutorial for the Fourier transform using operators like cosineDft(),
shiftDft(), etc. (dip6ex02.07).
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Exercise 2.9

Interactive tutorial for the computation of the Fourier transform and the con-
trast range of Fourier transformed images (dip6ex02.08).

Exercise 2.10

Interactive tutorial for the meaning and importance of the amplitude and phase
of the Fourier transform of images. Two different images are used. Using the
operator changephase() the Fourier transform is computed for both images.
Subsequently, the phases of both pictures are interchanged (dip6ex02.9).

D.4 Computer exercises for Chapter 3

Exercise 3.1

Interactive simulation of Poisson-distributed noise, additive normal-distributed
noise and multiplicative normal-distributed noise; computation of mean and
variance (dip6ex03.01).

Exercise 3.7

Interactive simulation to illustrate the central limit theorem (dip6ex03.02).

D.5 Computer exercises for Chapter 4

Exercise 4.1

Interactive demonstration of general properties of linear shiftinvariant opera-
tors. Operators commutate() , cascading(), and separable() (dip6ex04.01).

Exercise 4.9

Interactive demonstration of recursive relaxation filters. Filtering in differ-
ent directions. Adjustable parameters α between [-1.001, 1.001], see �R12
(dip6ex04.02).

Exercise 4.10

Interactive demonstration of recursive resonance filters. Filtering in different
directions. Adjustable parameters r and k̃0, see �R12 (dip6ex04.03).

D.6 Computer exercises for Chapter 5

Exercise 5.1

Interactive demonstration of Gaussian and Laplacian pyramids using different
smoothing filters (dip6ex05.01).

Exercise 5.5

Interactive demonstration of various scale spaces and their properties
(dip6ex05.02).
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D.7 Computer exercises for Chapter 8

Exercise 8.1

Interactive demonstration of the reconstruction of depth maps from stereo im-
ages (dip6ex08.01).

Exercise 8.3

Interactive demonstration of the reconstruction of images with large depth of
field and of depth maps from focus series (dip6ex08.02).

Exercise 8.4

Interactive demonstration of the radon transform and the tomographic recon-
struction using the filtered backprojection; demonstration of reconstruction
artifacts (dip6ex08.03).

D.8 Computer exercises for Chapter 9

Exercise 9.1

Interactive illustration of the sampling theorem using the ring example and
adjustable wave numbers. Display with and without artifacts (dip6ex09.01).

Exercise 9.2

Interactive illustration of standard sampling using the ring example or using an
image (dip6ex09.02).

Exercise 9.3

Interactive illustration of the Moiré effect with periodic signals (dip6ex09.03).

Exercise 9.5

Interactive demonstration of systematic and statistical errors when estimating
mean values with quantized signals at different noise levels
(dip6ex09.04).

D.9 Computer exercises for Chapter 10

Exercise 10.1

Interactive demonstration of contrast enhancement by lookup tables
(dip6ex10.01).

Exercise 10.2

Interactive illustration of the possibilities to objectively inspect inhomogeneous
illumination using homogeneous point operations (dip6ex10.02).

Exercise 10.3

Interactive demonstration of the detection of underflow and overflow using his-
tograms (dip6ex10.03).
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Exercise 10.4

Interactive demonstration of homogeneous point operations (dip6ex10.04).

Exercise 10.8

Interactive demonstration of the averaging of noisy image sequences; compu-
tation of the variance image (dip6ex10.05).

Exercise 10.9

Interactive demonstration of the correction of inhomogeneous illumination us-
ing inhomogeneous point operations (dip6ex10.06).

Exercise 10.10

Interactive demonstration of the use of window functions with the Fourier trans-
form (dip6ex10.07).

Exercise 10.11

Interactive demonstration of the accuracy of different interpolation methods
with subpixel-accurate scaling, shifting, and rotation of images
(dip6ex10.08).

D.10 Computer exercises for Chapter 11

Exercise 11.1

Interactive demonstration of smoothing with box filters and binomial filters
(dip6ex11.01).

Exercise 11.2

Interactive demonstration of multistep smoothing with box filters and binomial
filters (dip6ex11.02).

D.11 Computer exercises for Chapter 12

Exercise 12.1

Interactive demonstration of edge and line detection using the Sobel operator.
A color image is segmented into rgb channels. Subsequently, an edge extraction
is applied to the individual gray value images

(dip6ex12.01).

Exercise 12.2

Interactive demonstration of edge and line detection with several first-order and
second-order derivative filters at different scales on pyramids
(dip6ex12.02).
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D.12 Computer exercises for Chapter 13

Exercise 13.1

Interactive demonstration of the analysis of local orientation using various first-
order derivative filters (dip6ex13.01).

Exercise 13.2

Interactive demonstration of the influence of noise on local orientation (dip6ex13.02).

Exercise 13.6

Interactive demonstration of various Hilbert filters (dip6ex13.03).

Exercise 13.8

Interactive demonstration of the determination of local phase and wave number
using the Hilbert transform and quadrature filters (dip6ex13.04).

Exercise 13.10

Interactive demonstration of the determination of local phase and wave number
using the Hilbert and the Riesz transforms (dip6ex13.05).

D.13 Computer exercises for Chapter 14

Exercise 14.1

Interactive demonstration of the accuracy of several methods to determine
the motion field using test sequences with known velocity values; output of
errors; investigation of the influence of noise and temporal undersampling
(dip6ex14.01).

Exercise 14.2

Interactive demonstration of various methods for motion analysis with real im-
age sequences (dip6ex14.02).

D.14 Computer exercises for Chapter 15

Exercise 15.1

Interactive demonstration of statistical parameters for texture analysis
(dip6ex15.01).

Exercise 15.2

Interactive demonstration of texture analysis using the structure tensor for ori-
entation analysis (dip6ex15.02).

Exercise 15.3

Interactive demonstration of texture analysis with a multiscale approach on
Pyramids. Determination of the local wave number and local structure charac-
teristics (dip6ex15.03).
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D.15 Computer exercises for Chapter 16

Exercise 16.1

Interactive demonstration of simple segmentation methods. The binary image
is derived from a selected image (dip6ex16.01).

Exercise 16.2

Interactive demonstration of the Hough transform (dip6ex16.02).

D.16 Computer exercises for Chapter 17

Exercise 17.1

Interactive demonstration of smoothing using inhomogeneous and anisotropic
diffusion (dip6ex17.01).

Exercise 17.2

Interactive demonstration of several techniques for regularized motion analysis
(dip6ex17.02).

Exercise 17.3

Interactive demonstration of iterative inverse filtering; generation of test images
with motion blur and defocusing (dip6ex17.03).

D.17 Computer exercises for Chapter 18

Exercise 18.1

Interactive demonstration of elementary morphological operators, such as ero-
sion, dilation, opening, and closing with 3x3 and 5x5 masks (dip6ex18.01).

Exercise 18.3

Interactive demonstration of the hit-miss operator. Isolated Pixels, two-pixel
objects or isolated background pixels, etc., can be extracted with this method
(dip6ex18.02).

Exercise 18.4

Interactive demonstration of morphological boundary detection. With the op-
erator getThreshold(), the binary image is generated. With boundary4()
and boundary(8), the 4-connected and 8-connected boundaries are extracted
(dip6ex18.03).

Exercise 18.5

Interactive demonstration of morphological operators with gray-scale images
(dip6ex18.04).
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D.18 Computer exercises for Chapter 19

Exercise 19.4

Interactive demonstration of elementary shape parameters, such as area and
eccentricity (dip6ex19.01).

Exercise 19.5

Interactive demonstration of moment-based shape analysis. (dip6ex19.02).

Exercise 19.6

Interactive demonstration of the properties of Fourier descriptors. Chance
phase deviation of Fourier transforms descriptors. (dip6ex19.03).

D.19 Computer exercises for Chapter 20

Exercise 20.1

Interactive demonstration of elementary classification methods
(dip6ex20.01).
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Symbols
3-D imaging 217
4-neighborhood 35
6-neighborhood 35
8-neighborhood 35

A
absorption coefficient 181
accurate 81
acoustic imaging 173
acoustic wave 173

longitudinal 173
transversal 173

action quantum 172
action-perception cycle 16
active contour 464
active vision 16, 18
adiabatic compressibility 173
aerial image 534
AI 535
aliasing 243
alpha radiation 172
AltiVec 25
amplitude 57
amplitude of Fourier component 57
anaglyph method 222
analog-digital converter 259
analytic function 378
analytic signal 378, 380
and operation 501
aperture problem 222, 401, 406,

407, 413, 416, 422, 483, 492
aperture stop 200
area 528
ARMA 124
artificial intelligence 18, 535
associativity 116, 504
astronomy 3, 18
autocorrelation function 99
autocovariance function 99

autoregressive moving average
process 124

averaging
recursive 318

axial magnification 197

B
B-splines 286
back focal length 196
band sampling 162
band-limited 246
bandwidth-duration product 57
bandpass decomposition 141, 150
bandpass filter 129, 138
base

orthonormal 41
basis image 41, 113
BCCE 408, 413
bed-of-nails function 246
Bessel function 209
beta radiation 172
bidirectional reflectance distribution

function 181
bimodal distribution 450
binary convolution 501
binary image 38, 449
binary noise 312
binomial distribution 94, 307
binomial filter 414
bioluminescence 184
bit reversal 70, 71
blackbody 175, 177
block matching 414
Bouger’s law 182
bounding box 519
box filter 302, 414
box function 206
BRDF 181
Brewster angle 180
brightness change constraint

equation 408
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butterfly operation 71

C
calibration error 81
camera coordinates 190
Camera link 24
Canny edge detector 351
Cartesian coordinates 95
Cartesian Fourier descriptor 524
cartography 219
Cauchy–Schwarz inequality 424
causal filter 122, 124
CCD 21
center of mass 520
central limit theorem 95
central moment 84, 520
centroid 524
chain code 515, 518
characteristic value 121
characteristic vector 121
charge coupled device 21
chemiluminescence 184
chess board distance 36
chi density 95
chi-square density 96, 97
child node 517
circular aperture 211
circularity 530
circularly polarized 171
city block distance 36
classification 16, 536

object-based 536
pixel-based 536
supervised 543
unsupervised 543

classifier 543
closing operation 507
cluster 537
CMOS image sensor 22
co-spectrum 102
coherence 171
coherence function 102
coherency length 219
coherency measure 369
coherency radar 7, 229
coherent 171
color difference system 167
color image 299
colorimetry 166
commutativity 116, 504

complex exponential 121, 124
complex number 43, 114
complex plane 45
complex polynomial 124
complex-valued vector 45
computational complexity 67
computer graphics 17
computer science 17
computer tomography 8
computer vision 18
confocal laser scanning microscopy

227
connected region 34
connectivity 455
constant neighborhood 322
continuity equation 408
continuous-wave modulation 228
controlled smoothness 471
convolution 54, 91, 100, 206, 245,

370
binary 501
cyclic 111
discrete 108
normalized 323

convolution mask 54
convolution theorem 54, 114, 122
Cooley-Tukey algorithm 74
coordinates

camera 190
Cartesian 95
homogeneous 212
polar 95
world 189

corner 332
correlation 118

cyclic 100
correlation coefficient 87
correspondence

physical 403
visual 403

correspondence problem 401
cosine transform 65
covariance 87, 99
covariance matrix 87, 117, 483, 541
cross section 183
cross-correlation coefficient 424
cross-correlation function 100
cross-correlation spectrum 102
cross-covariance 541
cross-covariance function 100
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CT 8
curvature 334
cyclic 363
cyclic convolution 111
cyclic correlation 100

D
data space 482
data vector 479, 485
decimation-in-frequency FFT 75
decimation-in-time FFT 70
decision space 543
deconvolution 121, 489
defocusing 487
deformation energy 493
degree of freedom 483
delta function, discrete 122
depth from

coherency 219
multiple projections 220
phase 219
time-of-flight 219
triangulation 219

depth imaging 217, 218
depth map 6, 224, 463
depth of field 199, 224, 489
depth of focus 198
depth range 220
depth resolution 220
depth-first traversal 517
derivative

directional 387
partial 333

derivative filter 370
design matrix 479, 485
DFT 45
DHT 66
difference of Gaussian 353, 388
differential cross section 183
differential geometry 429
differential scale space 150
differentiation 331
differentiation theorem 55
diffraction-limited optics 209
diffusion coefficient 144
diffusion equation 497
diffusion tensor 476
diffusion-reaction system 474
digital object 34
digital signal processing 81

digitization 15, 189, 243
dilation operator 502
direction 362
directional derivate 333
directional derivative 384, 387
directiopyramidal decomposition

143, 428, 442
discrete convolution 108
discrete delta function 122
discrete difference 331
discrete Fourier transform 45, 124
discrete Hartley transform 66
discrete inverse problem 464
discrete scale space 151
disparity 221
dispersion 169
displacement vector 401, 407, 492
displacement vector field 408, 464,

492
distance transform 512
distortion

geometric 201
distribution function 83
distributivity 117, 505
divide and conquer 68, 74
DoG 353, 388
Doppler effect 185
dual base 252
dual operators 506
duality 506
DV 401, 407
DVD 24
DVF 408
dyadic point operator 292, 339
dynamic range 220

E
eccentricity 522
edge 322, 332

in tree 457
edge detection 331, 342, 359
edge detector

regularized 349
edge strength 331
edge-based segmentation 453
effective focal length 196
effective inverse OTF 490
efficiency factor 183
eigen vector 90
eigenimage 121
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eigenvalue 90, 121, 477
eigenvalue analysis 420
eigenvalue problem 366
eigenvector 121, 419
elastic membrane 492
elastic plate 494
elastic wave 173
elasticity constant 493
electric field 169
electrical engineering 17
electromagnetic wave 169
electron 172
electron microscope 173
ellipse 522
elliptically polarized 171
emission 174
emissivity 176
emittance 160
energy 60
ensemble average 99
ergodic 100
erosion operator 502
error

calibration 81
statistical 81
systematic 81

error functional 467
error propagation 483
error vector 480
Ethernet 24
Euclidian distance 36
Euler-Lagrange equation 467, 474
excitance 160
expansion operator 141
expectation value 84
exponential scale space 150
exponential, complex 121
exposure time 92
extinction coefficient 182

F
fan-beam projection 235
Faraday effect 184
fast Fourier transform 68
father node 457
feature 105
feature image 15, 105, 359
feature space 537
feature vector 537
FFT 68

decimation-in-frequency 75
decimation-in-time 70
multidimensional 75
radix-2 decimation-in-time 68
radix-4 decimation-in-time 74

field
electric 169
magnetic 169

fill operation 520
filter 54, 105

binomial 306
causal 122
difference of Gaussian 388
finite impulse response 123
Gabor 381, 427, 432
infinite impulse response 123
mask 115
median 119, 321
nonlinear 120
polar separable 389
quadrature 432
rank value 119, 502
recursive 122
separable 116
stable 123
transfer function 115

filtered back-projection 238, 239
finite impulse response filter 123
FIR filter 123
Firewire 24
first-order statistics 82
fix point 322
fluid dynamics 408
fluorescence 184
focus series 489
forward mapping 276
four-point mapping 278
Fourier descriptor 515

Cartesian 524
polar 525

Fourier domain 578
Fourier ring 50
Fourier series 47, 523
Fourier slice theorem 238
Fourier torus 50
Fourier transform 31, 42, 44, 48,

100, 206
discrete 45
infinite discrete 47
multidimensional 47
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one-dimensional 44
windowed 137

Fourier transform pair 45
Fraunhofer diffraction 210
frequency 169, 565
frequency doubling 171
Fresnel’s equations 180, 568
front focal length 196
FS 47

G
Gabor filter 381, 427, 432
gamma transform 265
gamma value 40
Gaussian noise 312
Gaussian probability density 93
Gaussian pyramid 136, 138, 139,

564
generalized image coordinates 195
generalized inverse 481
geodesy 219
geometric distortion 201
geometric operation 257
geometry of imaging 189
global optimization 463
gradient space 230
gradient vector 333
gray value corner 430, 431
gray value extreme 430, 431
grid vector 36
group velocity 383

H
Haar transform 66
Hadamard transform 66
Hamilton’s principle 466
Hankel transform 208
Hartley transform 65
Hermitian symmetry 50
Hessian matrix 334, 429
hierarchical processing 15
hierarchical texture organization

435
Hilbert filter 376, 427, 442
Hilbert operator 376
Hilbert space 64
Hilbert transform 375, 377
histogram 83, 537
hit-miss operator 508
homogeneous 83, 113

homogeneous coordinates 212, 277
homogeneous point operation 258
homogeneous random field 99
Hough transform 459, 482
HT 65
hue 167
human visual system 18, 164
Huygens’ principle 210
hyperplane 482

I
IA-64 25
idempotent operation 508
IDFT 47
IEEE 1394 24
IIR filter 123
illumination slicing 220
illumination, uneven 269
image analysis 449
image averaging 268
image coordinates 193

generalized 195
image cube 403
image data compression 65
image equation 197
image flow 407
image formation 246
image preprocessing 15
image processing 17
image reconstruction 16
image restoration 16
image sensor 22
image sequence 8
image vector 484
impulse 322
impulse noise 312
impulse response 114, 122
incoherent 171
independent random variables 87
index of refraction 169
inertia tensor 386, 522
infinite discrete Fourier transform

47
infinite impulse response filter 123
infrared 23, 176
inhomogeneous background 299
inhomogeneous point operation 268
inner product 41, 44, 63, 386
input LUT 259
integrating sphere 272
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intensity 167
interferometry 219
interpolation 249, 252, 279
interpolation condition 280, 572
inverse filtering 121, 464, 489
inverse Fourier transform 44, 48
inverse mapping 276
inverse problem

overdetermined 479
irradiance 31, 160
isotropic edge detector 338
isotropy 305

J
Jacobian matrix 91, 354
joint probability density function 87
JPEG 65

K
Kerr effect 184

L
Lagrange function 467
Lambert-Beer’s law 182
Lambertian radiator 175, 181
Laplace of Gaussian 352
Laplace transform 125
Laplacian equation 471
Laplacian operator 145, 150, 334,

345
Laplacian pyramid 136, 138, 141,

428, 564
lateral magnification 197
leaf node 517
leaf of tree 457
learning 543
least squares 468
lens aberration 487
line 332
line sampling 162
linear discrete inverse problem 479
linear interpolation 282
linear shift-invariant operator 113
linear shift-invariant system 130,

205, 486
linear symmetry 361
linear time-invariant 113
linearly polarized 171
local amplitude 378
local extreme 332

local orientation 380, 388
local phase 378, 380
local variance 439
local wave number 375, 388, 393,

442
LoG 352
log-polar coordinates 62
lognormal 389, 393
longitudinal acoustic wave 173
look-up table 259, 339
look-up table operation 259
low-level image processing 105, 449
LSI 130, 205
LSI operator 113
LTI 113
luminance 167
luminescence 184
LUT 259

M
m-rotational symmetry 525
machine vision 18
magnetic field 169
magnetic resonance 236
magnetic resonance tomography 7,

8
magnification

axial 197
lateral 197

marginal probability density function
87

Marr-Hildreth operator 352
mask 106
mathematics 17
matrix 578
maximization problem 366
maximum filter 119
maximum operator 502
mean 84, 438
measurement space 537
median filter 119, 321, 330
medical imaging 18
membrane, elastic 492
memory cache 73
metameric color stimuli 165
metrology 18
MFLOP 67
microscopy 199
microwave 176
Mie scattering 184
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minimum filter 119
minimum operator 502
minimum-maximum principle 148
MMX 25
model 464
model matrix 479
model space 459, 482
model vector 479
model-based segmentation 449, 458
model-based spectral sampling 162
Moiré effect 243, 248
molar absorption coefficient 182
moment 515, 520

central 520
scale-invariant 521

moment tensor 522
monogenic signal 379
monogic signal 384
monotony 505
morphological operator 503
motility assay 9
motion 15
motion as orientation 405
motion field 407, 408
moving average 148
MR 236
MRT 8
multigrid representation 136, 138
Multimedia Instruction Set Extension

25
multiscale representation 136
multiscale texture analysis 436
multispectral image 299
multiwavelength interferometry 229

N
neighborhood

4- 35
6- 35
8- 35

neighborhood operation 105
neighborhood relation 34
network model 494
neural network 549
neural networks 18
neutron 172
node 71
node, in tree 457
noise 299

binary 312

spectrum 118
white 322
zero-mean 99, 100

noise suppression 311, 322
non-closed boundaries 525
non-uniform illumination 299
nonlinear filter 120
nonlinear optical phenomenon 171
norm 63, 190, 480
normal density 480
normal distribution 95
normal probability density 93
normal velocity 421, 427
normalized convolution 323
null space 367
numerical aperture 212

O
object-based classification 536
occlusion 194
OCR 12, 533, 540
octree 518
OFC 408, 413
opening operation 507
operator 578
operator notation 107
operator, Laplacian 334
operator, morphological 503
optical activity 184
optical axis 190, 195
optical character recognition 12,

533, 540
optical depth 182
optical engineering 17
optical flow 407
optical flow constraint 408
optical illusions 19
optical signature 535
optical thickness 182
optical transfer function 207, 487
or operation 501
orientation 362, 363, 405, 438, 522

local 492
orientation invariant 393
orientation vector 368
orthonormal 190
orthonormal base 41
orthonormality relation 42
OTF 207, 487, 490
outer product 48
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output LUT 259
oversampling 251
oxygen 185

P
paradigm, depth from 219
parallax 221
parameter vector 479, 485
partial derivative 333
particle physics 3
particulate radiation 172
Pascal’s triangle 308
pattern recognition 18, 533
PBA 185
PDF 83
pel 31
perimeter 529
periodicity 49, 50

DFT 49
perspective projection 192, 194, 213
PET 8
phase 57, 375, 426
phase angle 43
phase of Fourier component 57
phase speed 565
phosphorescence 184
photogrammetry 3, 18
photography 3
photometric stereo 231, 463
photometry 161
photon 172
photonics 17
photopic vision 164
photorealistic 17, 410
physical correspondence 403
physics 17
pinhole camera 192, 569
pixel 31, 82
pixel-based classification 536
pixel-based segmentation 449
Planck 175
Planck’s constant 172
plane polarized 171
plate, elastic 494
point operation 82, 105, 257, 370

homogeneous 258
inhomogeneous 268

point operator 85
point spread function 114, 120, 122,

205, 450, 486, 487

Poisson distribution 172
Poisson process 92
polar coordinates 95
polar Fourier descriptor 525
polar separable 324, 389
polarization

circular 171
elliptical 171
linear 171

positron emission tomography 7, 8
potential 493
power spectrum 59, 101, 118
precise 81
primary colors 166
principal axes 416
principal component transform 90
principal coordinate system 334
principal plane 195
principal point 195
principal ray 200
principal-axes transform 541
principle of superposition 112, 504
probability density function 83
process

homogeneous 83
projection operator 237
projection theorem 238
proton 172
pseudo-color image 260, 262
pseudo-noise modulation 229
PSF 114, 205, 490
pulse modulation 228
pyramid 21
pyramid linking 455
pyrene butyric acid 185

Q
quad-spectrum 102
quadrant 517
quadratic scale space 150
quadrature filter 375, 380, 432
quadrature filter pair 442
quadtree 515, 516
quantization 37, 83, 189, 253
quantum efficiency 22, 97
quantum mechanics 64
quenching 185

R
radiant energy 159



Index 637

radiant flux 159
radiant intensity 160
radiometric calibration

nonlinear 272
two-point 271

radiometry 159
radiometry of imaging 189
radiosity 410
radius 525
radix-2 FFT algorithm 68
radix-4 FFT algorithm 74
Radon transform 237
RAID array 24
random field 82, 98

ergodic 100
homogeneous 99

random variable 83, 172
independent 87
uncorrelated 88

rank 366
rank-value filter 119, 321, 502
ratio imaging 231
Rayleigh criterion 211
Rayleigh density 95
Rayleigh theorem 60
reciprocal base 252
reciprocal grid 246
reciprocal lattice 252
reconstruction 16, 106, 463
rectangular grid 34, 35
recursive averaging 318
recursive filter 122, 123
reduction operator 141
reflectivity 179, 568
refraction 179, 568
region of support 106
region-based segmentation 454
regions 299
regularized edge detector 349
relaxation filter 125, 127
remote sensing 18
rendering equation 410
representation-independent notation

107
resonance filter 125
responsivity 163
restoration 106, 463, 468, 486
Riesz transform 379
robustness 371
root 322, 517

root of tree 457
rotation 37, 190, 213, 277
run-length code 515
RV 83

S
sample variance 96, 99
sampling 246

standard 249
sampling theorem 139, 244, 246,

247
satellite image 534
saturation 167
scalar 578
scalar product 42, 46, 48, 386
scale 144, 438
scale invariance 147, 148
scale invariant 521
scale mismatch 135
scale space 136, 144, 474
scaling 36, 213, 277
scaling theorem 209
scotopic vision 164
searching 67
segmentation 15, 449, 464

edge-based 453
model-based 458
pixel-based 449
region-based 454

semi-group property 148
sensor element 82
separability

FT 52
separable filter 116, 126
shape 501
shape from refraction 232
shape from shading 9, 219, 220,

229, 463
shearing 277
shift invariant 99, 113, 504
shift operator 113, 504
shift theorem 54, 59, 138, 526
SIMD 25
similarity constraint 463
simple neighborhood 361
sine transform 65
single instruction multiple data 25
singular value decomposition 483
skewness 84
smoothing filter 370
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smoothness 470
smoothness constraint 463
snake 464
Snell’s law 179, 568
Sobel operator 371
software engineering 17
solid angle 160
son node 457
space-time image 403
spatiotemporal energy 432
spatiotemporal image 403
specific rotation 184
spectral luminous efficacy 566
spectroradiometry 161
spectroscopic imaging 162
specular surface 179
speech processing 18
speech recognition 533
speed of light 169, 565
speed of sound 173
spline 286
standard deviation 89
standard sampling 249
statistical error 81
steerable filter 324
Stefan-Boltzmann law 176
step edge 455
stereo image 463
stereo system 221
stereoscopic basis 221
Stern–Vollmer equation 185
stochastic process 82, 98
stretching 277
structure element 106, 503
structure tensor 365, 461
subsampling 139
subtree 457
superposition principle 112, 504
supervised classification 543
support vector machine 549
surface 332
symmetry 525

DFT 50
system, linear shift-invariant 130
systematic error 81

T
target function 347
telecentric 5
telecentric illumination system 232

temperature distribution 176
tensor 578
terminal node 517
test image 305
text recognition 533
texture 15, 359, 435
TF 114
theoretical mechanics 466
thermal emission 175
thermal imaging 268
thermography 176, 179
three-point mapping 277
TIFF 516
time series 61, 113, 578
tomography 16, 106, 220, 235, 463
total least squares 419
total reflection 180, 569
tracing algorithm 454
transfer function 114, 115, 486

recursive filter 124
translation 36, 190, 213, 277
translation invariance 519
translation invariant 113
transmission tomography 236
transmissivity 182
transmittance 182
transport equation 497
transversal acoustic wave 173
tree 457, 517
triangular grid 35
triangulation 219
tristimulus 166

U
ultrasonic microscopy 173
ultrasound 173
ultraviolet 23
uncertainty relation 57, 138, 141,

309, 385
uncorrelated random variable 88
uneven illumination 269
uniform density 95
uniform distribution 86
unit circle 45
unit vector 578
unitary transform 31, 63
unsupervised classification 543
upsampling 53
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V
Van Cittert iteration 491
variance 84, 87, 99, 438, 483
variance operator 226, 439
variation calculus 466
vector 578
vector point operation 261
vector space 46
vector, complex-valued 45
vectorial feature image 299
vertex, in tree 457
vignetting 203
VIS 25
visual computing 17
visual correspondence 403
visual inspection 5
visual instruction set 25
visual perception 18
volume element 34
volumetric image 6, 332
volumetric imaging 217, 218
voxel 34, 403

W
Waldsterben 534
wave

acoustic 173
elastic 173
electromagnetic 169

wave number 42, 161, 578
wavelength 42, 161, 168, 169, 206,

565
weighted averaging 323
white noise 102, 322
white point 167
white-light interferometry 7, 229
Wien’s law 176
window 106
window function 248, 274
windowed Fourier transform 137
windowing 274
world coordinates 189

X
x-ray 23
x-rays 8
x86-64 25
XYZ color system 167

Z
z-transform 50, 125

zero crossing 345, 473
zero-mean noise 99
zero-phase filter 126, 300
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published in 1991 it has found its way to many desks and 
classrooms. The book offers an integral view of image pro-
cessing from image acquisition to the extraction of the data 
of interest. The discussion of the general concepts is supple-
mented with examples from applications on PC-based im-
age processing systems and ready-to-use implementations 
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